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1. Introduction

Cisplatin and its derivative drugs have served as dependable cancer treat-
ment agents over the past thirty years. The curing rate of cisplatin versus
certain types of tumours† is a remarkable ∼ 90% and thus cisplatin has be-
come a very popular anti-cancer agent.1 Nevertheless, there are drawbacks
and shortcomings associated with its use; like all cytotoxins it is toxic after
all. Side effects include nausea, risk of renal failure, and more importantly,
native and aquired resistance to cisplatin by the tumour cells and conse-
quentially the somewhat limited spectrum of tumour types which can be
treated with cisplatin. Since these cisplatin associated problems have been
well known since the start of cisplatin’s clinical usage three decades ago, one
may however find it surprising that subsequent generations of the drug are
only marginally altered with respect to the parent compound. The largest
change over the original compound introduced in second generation drug
Carboplatin was the exchange of cisplatins chloride ligands for a dicarboxy-
late group‡.

This seemingly snail like rate of development can partly be explained by
the general success of cisplatin; a cancer drug with 90 % curing rate is im-
pressive. In addition, there were two very influential papers2, 3 published
on the Structure-Activity Relationships (SAR) of square planar metal com-
plexes, which, at least superficially, appear to have narrowed the view of
many researchers in the field. Among other things these SAR rules state
that the square planar compound should be neutral (to pass through cell
walls), have leaving ligands in a cis- arrangement around the coordinating
metal center. The ligands should furthermore be of a type with suscepti-
bility to substitution in a “window of reactivity” approximately centered
around chloride and the coordinating metal should be Platinum(II). None
of the subsequently released generations of the drug have broken these
rules. A not too far fetched interpretation is that researchers have mainly
looked within the boundaries set by the SAR rules.

Whether or not this is the case, no significantly more effective cisplatin
derived compound has been developed and released to market as yet.
This is where computational chemistry can be leveraged, as in this work,

†For instance testicular, ovarian and head and neck cancers. All of which are solid type tu-
mours.
‡This is however not a trivial change since this simple substitution of two ligands drastically
reduced the toxicity of cisplatin, thereby permitting higher dosage and lower, or no need for
co-administration of protective medication.
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to broaden the knowledge on cisplatins mode of action through basic
research, expanding the body of knowledge for the benefit of the “hands
on” developers of improved cisplatin derivatives.

Quantum chemistry, a sub-discipline of computational chemistry, is the
weapon of choice when detailed knowledge of a chemical reaction is re-
quired and when it is impractical or even impossible to experimentally ob-
tain the sought information. Quantum chemistry starts in 1927 with the va-
lence bond theory of Heitler and London,4 whose calculations on the hy-
drogen molecule are generally recognized as the first quantum chemical
calculations. The field is greatly broadened and expanded in the fifties with
the advent of computers and a therefore adapted theoretical framework,
chiefly the Roothaan-Hall equations,5, 6 molding the groundwork laid by
Hartree, Slater and Fock7–9 in the late twenties in a form suitable for numer-
ical computations. Of more recent date is the development during the six-
ties of modern Density Functional Theory (DFT), recasting the work done
by Thomas, Fermi and Dirac10–13 in the late twenties into a theory of pass-
able accuracy for certain problems. The range of problems treatable by DFT
was then vastly expanded in the late eighties and early nineties through the
introduction of much improved functionals which enabled the treatment
of molecules to chemical accuracy, and for that it today offers a very good†

trade-off between computational expense and the preciseness of obtained
results.

By necessity, quantum chemistry includes the electrons of the system
in an explicit manner. Computationally, electrons are very cumbersome to
treat due to their wave properties and their non-negligible mutual interac-
tions. The size of the systems possible to study is consequently limited and
therefore, when the chemical reaction of interest involves macromolecules,
forces the use of size-reduced model systems to capture the essential chem-
istry of the larger system it models. This is the approach used in this work
in the study of cisplatin’s interactions with DNA, the quintessential macro-
molecule.

This thesis consists of two parts. The first part briefly describes the
underlying theory permitting the quantified analysis offered by quantum
chemistry. Basically how quantum mechanics applies to chemistry and
computations. The second part details various aspects of the chemistry
of cisplatin plus a small dose of its somewhat checkered history and in
addition its clinical mode of action. Last in this second part the author’s
contributions in this field are summarized and a future outlook on
cisplatin investigations is offered.

†For larger systems it is easy to argue it is the best.
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2. Quantum chemistry

Ultimately, chemistry is a scientific discipline dealing with the motions
and rearrangements of electrons in the electric field of atomic nuclei,
motions which are governed by the laws of physics. Quantum chemistry is
the branch of chemistry which provides a quantitative description of this
electronic motion – the electronic structure, or wave function – founded
on the postulates and physical principles of quantum mechanics. Knowing
the electronic structure of a system in principle allows all chemical
properties of the system to be determined. Not only that, it allows good or
even excellent approximations to be made about the physical properties of
the system through the molecular partition function, an approximation of
which can be obtained once the electronic structure is known.

This chapter briefly presents the two major “schools of thought” in elec-
tronic structure theory – wave mechanics and density functional theory –
and is by no means intended to be exhaustive in either scope or depth. That
is the stuff of textbooks, for instance those referred to below. Note that for
brevity, all equations herein are presented using atomic units unless other-
wise explicitly stated.

The material in this chapter of the thesis has been compiled and adapted
mainly from four textbooks 14–17 on the subject and references to original
work have only been included for some of the major articles used in the
present work. Complete references can however be found in almost any
textbook on computational chemistry.

2.1 The Schrödinger equation
Within quantum chemistry there are different approaches to determine the
electronic structure of an atom or molecule, but they all by different means
solve the Schrödinger eigenvalue equation:

ĤΨ(r) = EΨ(r). (2.1.1)

In the wave mechanics formulation Ĥ is the Hamilton operator, Ψ(r) is a
wave function and E is a scalar representing the energy of the system. There
are several formulations of this equation but the one referred to here and
the following sections is the time independent, non-relativistic electronic
Schrödinger equation. The Hamilton operator of a system with N electrons
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and M nuclei is defined as

Ĥ =−1

2

N∑
i=1

∇2
i −

N∑
i=1

M∑
k=1

Zk

|ri −Rk |
+

N∑
i=1

N∑
j>i

1∣∣ri − r j
∣∣ , (2.1.2)

where ∇2 is a differential operator ( ∂2

∂x2 + ∂2

∂y2 + ∂2

∂z2 , in Cartesian coordinates),
Zk is the charge of nucleus k. The positions of the nuclei and electrons
are indicated by Rk and ri , j respectively. Schrödinger’s equation takes the
form of an eigenvalue equation where the Hamiltonian acting on the wave
function produces a number, the energy of the system (E), times the re-
tained wave function. The form of the Hamiltonian is an extension of the
classical version for quantum mechanics, and is needed to account for the
wave-particle duality of electrons. The first term on the right hand side of
Eq. (2.1.2) is a sum of differential operators, ∇2, which, when acting on the
N electrons of the wave function Ψ(r), produces the total kinetic energy of
the system’s electrons. The two double sums of the Hamiltonian describe
the electrons interacting with the M nuclei and the electron-electron inter-
actions respectively.

The solution to the Schrödinger equation thus involves finding the cor-
rect wave function of the system, which can be a daunting task indeed,
since an infinite number of wave functions can be constructed which sat-
isfies Eq. (2.1.1). Fortunately, there is a guiding light as to which wave func-
tion to choose, and it is called the variation principle. The variation prin-
ciple states that, for a ground state wave function, any trial wave function
will have an energy eigenvalue higher or equal to the exact energy of the
ground state (corresponding to the exact wave function). In mathematical
terms this means

Etr =
∫
Ψ∗

tr ĤΨtr dr∫
Ψ∗

trΨtr dr
=
〈
Ψtr

∣∣ Ĥ
∣∣Ψtr

〉
〈
Ψtr

∣∣Ψtr

〉 � Eexact . (2.1.3)

Ψtr is the trial wave function and the asterisk denotes its complex
conjugate. In the second equality the abstract bra-ket notation has been
used where the bra, 〈· · · |, denotes the complex conjugate transpose wave
function† of the ket, | · · · 〉. The full bracket represents integration over all
space. The denominator in the expressions is a normalisation factor. For
normalised wave functions the denominator would equal one and the
numerator accordingly would express the total energy of the wave function
as the expectation value of the system Hamiltonian. The proof of the
variation principle is given in Eq. (2.1.5) and should be read keeping the

†Strictly speaking the bra and the ket are states in general, each being the complex conjugate
transpose of the other.
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following properties of wave functions in mind:∣∣φ〉=∑
α

∣∣φα

〉〈
φα

∣∣φ〉=∑
α

∣∣φα

〉
cα,

〈
φ
∣∣=∑

α

〈
φ
∣∣φα

〉〈
φα

∣∣=∑
α

c∗α
〈
φα

∣∣ ,

δαβ = 〈
φα

∣∣φβ

〉
. (2.1.4)

This reads out as; if the state of a system |φ〉 (and consequently its complex
conjugate transpose 〈φ|) is expanded in terms of eigenstates of the system,
with expansion coefficients cα and the eigenstates of the system being or-
thonormal, then the following must hold〈

φ
∣∣Ĥ −E0

∣∣φ〉=∑
α

∑
β

〈
φ
∣∣φα

〉〈
φα

∣∣Ĥ −E0
∣∣φβ

〉〈
φβ

∣∣φ〉
=∑

α

∑
β

c∗αcβ
(
Eβ−E0

)〈
φα

∣∣φβ

〉
=∑

α

|cα|2 (Eα−E0) � 0, (2.1.5)

where in the last expression both |cα|2 and (Eα−E0) are non-negative num-
bers for all indices α since E0 � E1 � E2 � . . . � E∞. The proof is almost
trivial but it tells us something vitally important: We can not construct a
wave function of lower energy than the correct ground state wave function
of the system. This principle forms the basis of the method presented in
section 2.3, variational minimisation of a trial estimate wave function to
obtain an approximation to the true solution.

For poly-electronic systems, by far the most common form of the wave
function used is that of the Slater determinant:

Ψ(r) = 1	
N !

∣∣∣∣∣∣∣∣∣∣∣

φ1(r1) φ2(r1) · · · φN (r1)

φ1(r2) φ2(r2) · · · φN (r2)
...

...
. . .

...

φ1(rN ) φ2(rN ) · · · φN (rN )

∣∣∣∣∣∣∣∣∣∣∣
. (2.1.6)

In this expression, φn(rm) is wave function n of electron m having coordi-
nates rm and the factor preceding the matrix is a normalising factor which
accounts for the indistinguishable nature of the electrons. This mathemat-
ical form fulfills the anti-symmetry requirement of fermionic system wave
functions, which means that interchanging any two wave functions in the
matrix changes the sign of Ψ(r), and as a consequence it obeys the Pauli ex-
clusion principle, meaning that if two electrons in the matrix have the same
set of quantum numbers, and hence their wave functions are identical, the
determinant is zero and the wave function vanishes.

Furthermore, since the Hamilton operator is Hermitian, we are free to
chose the constituent wave functions orthonormal, 〈φi |φ j 〉 = δi j , which is
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a mathematical necessity in the development of the Hartree-Fock method
detailed in section 2.3. The constituent wave functions of the Slater deter-
minant consist of a spatial part multiplied by a spin function (α or β, “spin
up” or “spin down” respectively), e.g. φn (rm) = ψn (rm)α, and are referred
to as spin orbitals.

When evaluating an expression of the (2.1.3) type, or rather 〈Ψ|Ô|Ψ〉 in
which Ô is any operator, 〈Ψ|Ô|Ψ〉 is said to be the matrix representation of
operator Ô, that is

Ô
.= 〈Ψ|Ô|Ψ〉 =

∣∣∣∣∣∣∣∣∣∣∣

〈φ1|Ô|φ1〉 〈φ1|Ô|φ2〉 · · · 〈φ1|Ô|φN 〉
〈φ2|Ô|φ1〉 〈φ2|Ô|φ2〉 · · · 〈φ2|Ô|φN 〉

...
...

. . .
...

〈φN |Ô|φ1〉 〈φN |Ô|φ2〉 · · · 〈φN |Ô|φN 〉.

∣∣∣∣∣∣∣∣∣∣∣
(2.1.7)

When Ô is the Hamilton operator and Ψ is a Slater determinant, many of
the matrix elements, 〈φi |Ĥ |φ j 〉, of this matrix representation equal zero,
thereby simplifying the search for the wave function and energy when solv-
ing the Schrödinger equation, which is the subject of section 2.3.

2.2 The Born-Oppenheimer approximation
For atoms, the Schrödinger equation can only be solved analytically for sys-
tems with one electron. Obviously, the solution to the Schrödinger equa-
tion becomes increasingly complex as more electrons are present. Conse-
quently approximations must be made. The most important approximation
is the Born-Oppenheimer approximation18 which states that, under non-
exotic conditions, a separation of the nuclear and electronic wave functions
is valid:

Ψtot (R,r) =Ψn (R,r)Ψe (R,r) . (2.2.1)

In this expression, the total wave function Ψtot (R,r) is simply the product
of the nuclear and electronic wave function, Ψn (R,r) and Ψe (R,r) respec-
tively, with R and r being the nuclear and electron coordinates. This says
that, the nuclear wave function does not depend directly on the electronic
wave function and vice-versa.

The full derivation leading to this approximation quantifies the extent to
which the wave functions are coupled, in terms of their energy contribution
to the total wave function, and defines a correction term for the error intro-
duced by separating the electronic and nuclear wave functions. The mag-
nitude of the correction term to the electronic contribution is in the order
of the electron-nuclei mass ratio, which is always less than ∼ 1

1836 . In effect,
this means that because the inertial mass of the electrons is so much less
than that of the nuclei, their movement is fast enough relative to the nuclei
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that they are in a constant state of equilibrium with respect to them. The
nuclei can consequently be considered fixed when solving the electronic
Schrödinger equation.

In cases where the Born-Oppenheimer (BO) approximation is valid, the
electronic Schrödinger equation can be solved independently of the nu-
clear Schrödinger equation

ĤΨe (r;R) = EeΨe (r;R) . (2.2.2)

Here, R only enters as a parameter and not a variable. Accordingly, the in-
teraction energy between nuclei can be treated separately and nucleic mo-
tions are confined to a “Potential Energy Surface” (PES) created by the field
of the electrons. Nucleus-nucleus interactions are now described as classi-
cal Coulomb interactions and not as wave functions.

The BO approximation is generally valid except under special conditions.
For instance, the approximation can break down when the magnetic mo-
ments of the nuclei couple with that of the electrons in rapidly rotating di-
atomic molecules.

When the BO approximation is assumed valid, the Schrödinger equation
of another one-electron system can be solved analytically: H+

2 (or analogous
one-electron diatomic systems). For poly-electronic systems though, there
are no analytical solutions and iterative methods must be employed where
the Schrödinger equation is solved one electron at a time. This is the subject
of the following section.

2.3 The Self Consistent Field method
Even under the BO approximation the problem to find the electronic wave
function solving the Schrödinger equation remains. The electrons have
identical inertial masses and hence the wave functions of the individual
electrons can not be immediately separated à la the BO approximation,
since the magnitude of mutual electron-electron interaction is too large to
permit such a separation. A cruder, yet subtle, approach is called for: The
Self Consistent Field (SCF) method.

Upon inspection of the expression for the total energy of an electronic
system, Eq. (2.1.2) and Eq. (2.1.3), it is evident that the resulting energy
is composed of a one-electron contribution and a two-electron contribu-
tion. The Hamiltonian can thus be separated in a one-electron and a two-
electron part. The one-electron Hamiltonian, denoted Ĥ cor e , has the form

Ĥ cor e =−1

2

N∑
i=1

∇2
i −

N∑
i=1

M∑
k=1

Zk

|ri −Rk |
, (2.3.1)

in which index i refer to the electrons and k to the nuclei. The denominator
of the double sum, |ri −Rk |, is the distance between the electrons and the
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nuclei and Zk is the charge of nucleus k. Ĥ cor e would give a complete de-
scription of the system assuming non-interacting electrons. Naturally, elec-
trons do interact, and the nature of this interaction must be determined in
order to proceed with the solution of the Schrödinger equation.

The two-electron part of the Hamiltonian then accordingly becomes

Ĥ ee =
N∑
i

N∑
j>i

1∣∣ri − r j
∣∣ =∑

i , j
r−1

i j , with ri j =
∣∣ri − r j

∣∣ , (2.3.2)

in which indices i and j refer to different electrons and the double sum
consequently runs over all pairs of electrons.

Since the Hamilton operator is Hermitian, we can choose the spin
orbitals of the Slater determinant to be orthonormal. This brings a
host of mathematical conveniences to our solving the Schrödinger
equation. For one it lets us evaluate the energy expectation value
of Ĥ cor e as

〈
Ĥ cor e

〉 = ∑N
i

〈
φi (r1)

∣∣Ĥ cor e
∣∣φi (r1)

〉
. Furthermore, the

expansion of Eq. (2.1.3) with respect to electron-electron interactions
in the Hamiltonian, 〈Ψ|Ĥ ee |Ψ〉 = 〈Ψ|r−1

i j |Ψ〉, leads to most of the matrix
element terms of the expansion being zero, due to this orthogonality. The
two-electron matrix elements have the general appearance〈

φi (r1)φ j (r2)
∣∣Ô2

∣∣φk (r1)φl (r2)
〉= 〈

i j
∣∣kl

〉
, (2.3.3)

where the right hand side is a conventional short hand notation of the left
hand side in which Ô2 is a general two-electron operator acting on any pair
of electrons 1 and 2 in spin-orbitals i , j ,k and l . For Coulomb interactions
between electrons; Ô2 = Ĥ ee = |r1 − r2|−1 = r−1

12 . The non-zero matrix ele-
ments of Ĥ ee are of two types. The first one is denoted:

Ji j =
〈

i j
∣∣r−1

12

∣∣i j
〉=	

φ∗
i (r1)φ∗

j (r2)
1

r12
φi (r1)φ j (r2)dr1dr2

=
	∣∣φi (r1)

∣∣2 1

r12

∣∣φ j (r2)
∣∣2 dr1dr2. (2.3.4)

This term is called a Coulomb element and represents the repulsion be-
tween two electrons in different molecular orbitals, analogous to the clas-
sical expression. It is in fact identical to it when using the interpretation of∣∣φi (r1)

∣∣2 as a charge density. The total Coulomb contribution of an electron
in orbital φi to the total electronic energy then becomes

EC

i =
N∑

j 
=i

〈
i j
∣∣r−1

12

∣∣i j
〉= N∑

j 
=i
Ji j . (2.3.5)

The total Coulombic contribution from all electrons of the system then be-
comes a double sum

EC
tot =

N∑
i=1

N∑
j=i+1

〈
i j
∣∣r−1

12

∣∣i j
〉= N∑

i=1

N∑
j=i+1

Ji j . (2.3.6)
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The second type of term that survives the expansion of the Slater determi-
nant is a different beast altogether, and it entails the first non-classical effect
this far. It is important to note that the Slater determinant is constructed
such, that every electron of the determinant is present in every spin or-
bital φi , which has the consequence that another non-vanishing term for
electron-electron interactions appears in the expansion. The term repre-
sents a correction to the Coulomb interactions for the fact that quantum
particles are indistinguishable and that every electron can occupy any spin
orbital. This term is called the exchange term and has the form

Ki j =
〈

i j
∣∣r−1

12

∣∣ j i
〉=	

φ∗
i (r1)φ∗

j (r2)
1

r12
φ j (r1)φi (r2)dr1dr2. (2.3.7)

Note that the electrons one and two are present in both φi and φ j in the in-
tegral, that is they are exchanged, hence the name of the term. Also observe
that Ki j only exists for electrons of the same spin, and consequently φi and
φ j in Eq. (2.3.7) are the spatial parts of spin orbitals with equal spin. This is
readily apparent comparing the expressions

Ki j =
〈
φi (r1)φ j (r2)

∣∣r−1
12

∣∣φ j (r1)φi (r2)
〉

=
	

ψ∗
i (r1)α∗ψ∗

j (r2)α∗ 1

r12
ψ j (r1)αψi (r2)αdr1dr2

=
	

ψ∗
i (r1)ψi (r2) |α|2 1

r12
ψ∗

j (r2)ψ j (r1) |α|2 dr1dr2

=
	

ψ∗
i (r1)ψi (r2)

1

r12
ψ∗

j (r2)ψ j (r1)dr1dr2 (2.3.8)

and

0 = 〈
φi (r1)φ j (r2)

∣∣r−1
12

∣∣φ j (r1)φi (r2)
〉

=
	

ψ∗
i (r1)α∗ψ∗

j (r2)β∗ 1

r12
ψ j (r1)αψi (r2)βdr1dr2

=
	

ψ∗
i (r1)ψi (r2)α∗β

1

r12
ψ∗

j (r2)ψ j (r1)β∗αdr1dr2,

(2.3.9)

where the third expression of Eq. (2.3.9) equals zero due to the orthogonal-
ity of α and β spin.

Owing to the antisymmetric nature of the Slater determinant, the ex-
change interaction gives a negative contribution to the total energy. It has
no classical analogue and should be seen as a correction to the Coulomb
repulsion term accounting for the Pauli principle, which dictates that two
electrons of the wave function cannot have the same set of quantum num-
bers. Put differently, the exchange integral reduces the probability of find-
ing two electrons with equal spin at the same point in space, since they in
such case could be considered to have the same set of quantum numbers.
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Having accounted for all interactions in the system, the total energy of
the system can now be expressed as

Etot =
N∑

i=1
H cor e

i + 1

2

N∑
i=1

N∑
j=1

(
Ji j −Ki j

)+Vnn , (2.3.10)

where Vnn is the classical expression for the repulsion of the nuclei. The fac-
tor 1

2 accounts for the fact that the double sum, in this formulation, counts
all electron pair interactions twice. Usually this expression for the total en-
ergy is rewritten in operator form to facilitate variational analysis

Etot =
N∑

i=1

〈
φi
∣∣Ĥ cor e

i

∣∣φi
〉+ 1

2

N∑
i=1

N∑
j=1

(〈
φ j
∣∣ Ĵi
∣∣φ j

〉−〈φ j
∣∣K̂i

∣∣φ j
〉)

+
M∑

k=1

M∑
l=1

Zk Zl

|Rk −Rl |
Ĵi
∣∣φ j (r2)

〉= 〈
φi (r1)

∣∣r−1
12

∣∣φi (r1)
〉∣∣φ j (r2)

〉
K̂i

∣∣φ j (r2)
〉= 〈

φi (r1)
∣∣r−1

12

∣∣φ j (r1)
〉∣∣φi (r2)

〉
. (2.3.11)

For a polyatomic system the most common approach for the variational
analysis is to determine a linear combination of atomic orbitals (called
Molecular Orbitals, MOs or sometimes MO-LCAO) that minimise the total
electronic energy under the constraint that the MOs remain orthonormal.
This can be accomplished by means of Lagrange multipliers. The
derivations are omitted, but the result is that a one-electron operator,
the Fock operator, acting on the variation of the energy, δE , can be
determined. The interested reader can find an excellent derivation of the
Hartree-Fock equations in the text book “Modern Quantum Chemistry” by
Szabo and Ostlund.14

Defining the operator to work on δE as opposed to E directly is moti-
vated by the variational principle, that is since we are looking for a station-
ary point, specifically a minimum of the wave function; δE should equal
zero. This approach does not guarantee the stationary point found to be
a minimum but normally this is the case, and the nature of the stationary
point can always be checked when needed through the second order term
δ2E . The Fock operator is defined as:

F̂i = ĥi +
N∑
j

(
Ĵ j − K̂ j

)
, (2.3.12)

and is a one-electron operator working on orbital i in the mean, static field
of the remaining electrons of orbitals j 
= i . Using this operator, the Hartree-
Fock (HF) equations7–9 can be obtained

F̂iφi =
N∑
j
λi jφ j , (2.3.13)
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where λi j are Lagrange multipliers. A unitary transformation of the matrix
of Lagrange multipliers can then be employed to transform the Hartree-
Fock equations into a set of one-electron, pseudo-eigenvalue equations,
the canonical HF equations;

F̂iφ
′
i = εiφ

′
i , (2.3.14)

in which φ′
i is the transformed orbital φi and εi is the associated energy

eigenvalue. The Fock operator depends on all other orbitals of the system
and the HF equations must therefore be solved iteratively, since these are
not known a priori. In practice, this means that a starting guess, or estimate,
must be made and the orbitals

(
φ′

i

)
are updated under the assumption that

the remaining orbitals are static. When the change in the wave function (or
electron density) between two iterations fall below some desired level, the
field made up of the orbitals is said to be self consistent, hence the name
“Self Consistent Field” methods.

As mentioned above, the description of the wave functions in the
Hartree-Fock equations are most often a linear combination of atomic
orbitals (MO-LCAO), in which the molecular orbitals consists of basis
functions like

φi =
Q∑
α

cαiχα, (2.3.15)

where Q is the number of basis functions, for instance atomic orbitals.
A common choice for χ, the basis functions, is a representation of the
atomic orbitals as a linear combination of gaussian function primitives.
This is elaborated on in section 2.3.1. In the wave function description of
Eq. (2.3.15) the canonical HF equations become

F̂i

Q∑
α

cαiχα = εi

Q∑
α

cαiχα. (2.3.16)

This far the HF equations are completely general and applies to any
molecular wave function. In the common, specific case of a closed shell
ground state wave function, the Fock equations in an atomic orbital basis
(the Roothaan-Hall equations5, 6) are obtained by multiplication from the
left by the desired basis function and subsequently integrating over the
basis functions. Integrating out spin from the spin-orbitals, leaving the
spatial part of the orbitals, the Fock operator is redefined as:

f (1) = Ĥ cor e (1)+
Q/2∑

j
2 Ĵ j (1)− K̂ j (1). (2.3.17)

In matrix form the Roothaan-Hall equations become

FC = SCε

Fαβ = 〈
χα

∣∣ f (1)
∣∣χβ

〉
Sαβ = 〈

χα

∣∣χβ

〉
. (2.3.18)
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The matrix representation, F, of the Fock operator contains the Fock matrix
elements Fαβ and S is the matrix of all the overlap elements between basis
functions χα and χβ, that is Sαβ =∫

χ∗
α (r1)χβ (r1)dr1. Matrix C contains the

coefficients of the linear combination of atomic orbitals. One thus seeks to
find the matrix C which minimises the diagonal matrix ε containing the or-
bital energies. In line with the above discussion about the HF equations, the
coefficients of matrix C have to be guessed or estimated initially, followed
by iterative optimisation until self consistency is achieved.

2.3.1 Basis sets

The underlying assumption in the MO-LCAO formalism above is that a
molecular wave function can be described as a superposition of individual
wave functions of the constituent atoms of the molecule. Assuming that
the entire Hilbert space of solutions to the atomic Schrödinger equation
is known for the atoms of the molecule, MO-LCAO would also be an
exact solution to the molecular problem. Unfortunately the atomic wave
function Hilbert space is not known in general. Luckily though, this does
not render the MO-LCAO approach useless since a sufficiently large
portion of the atomic Hilbert space can be mapped to desired accuracy,
thereby lending credence to the MO-LCAO proposition. The mapping is
done by means of basis functions, referred to in the preceding section as χ,
and a basis set comprises a collection of basis functions.

Originally basis functions were chosen resembling the solutions to the
hydrogenic problem

φi (ζ,n, l ,m;r,θ,ϕ) = N r n−1e−ζr Y m
l (θ,ϕ), (2.3.19)

which were called Slater Type Orbitals (STOs). In the STO; N is a normalisa-
tion factor, n is the principal quantum number, ζ is called “exponent” and
Y m

l are the spherical harmonics for angular quantum numbers l and m.
The r , θ and ϕ are spherical coordinates. Theoretically the STO is a very at-
tractive choice of basis function to represent the true AOs due to their sim-
ilarity to the analytical solutions to the Schrödinger equation of the hydro-
gen atom. Slater type orbitals have long since fallen out of favour though,
as the calculations are performed by computers and the STOs are unwieldy
compared to the subsequently introduced Gaussian Type Orbital (GTO)

g
(
α, l ,m,n; x, y, z

)= Ne−αr 2
xl ym zn . (2.3.20)

Here, N is a normalisation constant and α is called the “exponent”. The
l , m and n are not quantum numbers but they must obey the condition
L = l +m +n, L = 0,1,2, . . ., where L is analogous to the angular momen-
tum quantum number l of the STOs. The x, y and z are Cartesian coordi-
nates and r 2 = x2+y 2+z2. It must be noted that GTOs are not proper orbitals
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and are usually referred to as gaussian primitives. Originally they were used
to represent STOs as a linear combination of a number of gaussian prim-
itives. This practice was later abandoned in favour of fitting to highly ac-
curate quantum Monte-Carlo calculated wave functions on larger systems
(than the hydrogen atom).

Numerical evaluation of matrix elements and overlap integrals using
GTOs is more than an order of magnitude faster than using STOs, which
thus lets one STO be represented by a linear combination of more than ten
GTOs at roughly equal computational cost. Since an STO can be adequately
represented by well below ten GTOs†, the GTOs are the preferred way
to describe the wave function. This computational advantage becomes
even more pronounced when using contractions of gaussian primitives to
represent the true orbitals. A contraction basically is a linear combination
of gaussian primitives with fixed exponents and coefficients. Obviously
this reduces the flexibility of the wave function ultimately produced by
variational minimisation and hence also the accuracy of the obtained wave
function. Careful choice of contraction scheme can nevertheless reduce
this drawback to acceptable levels.

There are two main ways in which contractions are formulated;
segmented and general, of which the segmented type is by far the most
commonly used. There is nothing inherently superior about the segmented
type of basis set and its popularity is largely due to the historical lack
of efficient implementation of the general contractions in the most
popular quantum chemical software packages. In segmented contractions
there is only one instance of each individual gaussian primitive used to
represent the AO ‡, that is the contractions are disjoint, whereas in general
contractions each primitive gaussian is present in all contractions. For
either contraction scheme though, it holds that as more GTOs are used in
a contraction, a higher accuracy is achieved. An infinitely large basis set
is in this sense complete, becoming indistinguishably close to the “true”
function. By the same token, any realistically usable basis set is therefore
incomplete. When a basis set approach completeness, a limit is eventually
reached – the basis set limit – where adding more gaussian primitives
yields no improved accuracy. This limit is then imposed by the method
used to obtain the wave function and in the Hartree-Fock case this is called
– quite naturally – the “Hartree-Fock limit”.

There is an unfortunate side effect to the basis set limit, apart from
the reduction in absolute accuracy of the wave function, called the basis
set superposition error (BSSE). It arises as a consequence of basis set
incompleteness and is especially evident when studying weak interactions

†Six GTOs is a common figure for the most difficult case, the 1s orbital, with its lack of cusp
at r = 0.
‡There are exceptions where one or two gaussian primitives appear in more than one con-
traction, but this is not the common case.
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such as van der Waals forces or hydrogen bonds in complexation reactions.
In complexation, it appears since the basis functions of neighbouring
molecule(s) in the complex are accessible to the wave function of all the
complex constituents, thereby inevitably reducing the electronic energy
of these molecules. This leads to an overestimation of the complexation
energy.

A first step to reduce this error is to increase the size of the basis set used,
provided the extra computational expense can be afforded, since BSSE is an
effect of basis set incompleteness. Furthermore, the error can be approxi-
mated using the counterpoise correction (CP)

∆EC P = E
′
ab(A)+E

′
ab(B)−E

′
a(A)−E

′
b(B), (2.3.21)

here shown for a bimolecular complex. The first two terms of the right hand
side sums the energies of individual molecules A and B in their bimolecu-
lar complex geometry, indicated by the prime, using the basis set functions
ab of the entire complex AB . Subtracted from this sum are the energies of
molecules A and B , in their bimolecular complex geometry, using only their
“natively” accessible basis functions a and b. The counterpoise correction
is subsequently added to the complexation energy.

A specific type of basis set that has been used extensively in this work is
the Effective Core Potential (ECP) basis set. The ECP basis sets only include
valence electrons explicitly and replaces the influence of the core electrons
by a static, effective potential, commonly described by a polynomial func-
tion. The effective potential accounts for relativistic effects, which is the ra-
tionale for the introduction of the effective potential, and this tremendously
reduces the computational expense for heavier elements where relativistic
effects are significant for the core electrons of the atom.

2.4 Electron correlation in quantum chemistry
The restricted Hartree-Fock (RHF) formalism described above suffers from
two inherent flaws. Both flaws are related to the correlation between elec-
trons but are of different character, one is a short range effect and the other
is a long range effect; they are called dynamic and non-dynamic (some-
times called static) correlation respectively. The definition of the correlation
energy19 is

Ecor r = Eexact −EHF . (2.4.1)

As can be seen from Eq. (2.4.1), the correlation energy is defined as the dif-
ference between the exact energy and the HF energy even though the HF
energy explicitly includes exchange energy, which is a correlation effect.

Dynamic correlation, or the more descriptive term Coulomb correlation,
is a spatial correlation of the electrons’ motion arising due to Coulomb re-
pulsion. An example is that the two 1s electrons of the Helium atom, even
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though their electronic density distributions are identical, are more likely
to be found at opposite sides of the nucleus at any given time due to mu-
tual repulsion. Single determinant wave function methods such as HF are ill
equipped to address this and multi determinant methods or Density Func-
tional Theory (see Section 2.5) must then be employed.

The error in RHF theory concerning non-dynamic correlation is the ap-
proximation that the wave function solving the Schrödinger equation is
described by one Slater determinant only. The inaccuracy of this descrip-
tion is best illustrated by an example: Consider a molecule with two de-
generate frontier orbitals (FO), that is a system where equivalent resonance
structures can be found, and there are two electrons to put in the two FOs.
Hund’s rule (No. 2) states that the lowest energy of the wave function will be
reached when the two electrons are placed one in each degenerate FO with
parallel spin. This is not possible in the RHF formalism, and the two elec-
trons will get paired spin and be put in one of the FOs. It is easily realised
that an equally valid wave function could be constructed with the electrons
occupying the other FO, the classical example being the dissociation of the
hydrogen molecule into two hydrogen atoms in which RHF would – com-
pletely in error – predict a proton and a hydrogen anion to form.

The failure to allow for equivalent, degenerate electronic configurations
is a fundamental limitation for any single determinant wave function and
in pursuit of exactness the logical conclusion is to use more determinants,
permitting other electronic configurations, to describe the wave function
for this type of problems. Generally, these wave functions are expressed as
a linear combination of Slater determinants

Ψtot = c0Ψ0 + cSΨS + cDΨD + cT ΨT · · · . (2.4.2)

The wave functions Ψ0,S,D,T,... of the linear combination are all Slater deter-
minants corresponding to ground state and all singly, doubly, triply (and so
on) excited states and the coefficients c0,S,D,T,... serve the dual purpose of
weights to the individual wave functions and as a normalisation of the total
wave function. When Ψ0 is set to be ΨHF , the HF ground state, and ΨS,D,T,...

contain all possible ways to arrange N electrons in M orbitals, the method is
called full Configuration Interaction (full-CI) which is an exact description
of the wave function, provided that the basis set employed is exact. Full-CI
includes all correlation energy, dynamic and non-dynamic but suffers from
the momentous disadvantage that the amount of determinants in the linear
combination quickly become astronomical for larger systems and it is thus
of limited practical use for the applied quantum chemist. Generally though,
it turns out that only some of the determinants have significant weight and
good approximations can be made by including only a few determinants.
This is the foundation of a number of methods which are of practical use
even for larger systems.
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There is one way to describe at least the dynamical correlation in a one-
electron formalism though: Density Functional Theory (DFT), which dif-
fers from wave mechanics in a fundamental way in that it uses the electron
density ρ(r), rather than the wave function, as the fundamental argument
to describe properties of electronic systems.

2.5 Density functional theory
The difference between a functional and a function is that, whereas a func-
tion produces a value depending on its variables, a functional generates a
value depending on a function. The functional can accordingly be seen as
a function of a function – which depends on variables. The area under a
curve in a diagram is then a functional while the curve – the argument of
the functional – is defined by a function of a variable. The notation used
below follows a common standard where a functional is shown in capital
italic letters with the argument, that is to say the function, within square
brackets.

Modern DFT starts with the seminal theorems by Hohenberg and Kohn20

showing that the energy of a system in its electronic ground state is a unique
functional of the electron density. The Hohenberg-Kohn theorems were not
the fruit of immaculate conception however, but rather built on ideas and
concepts developed by Thomas, Fermi and Dirac some thirty years before,
which is the subject of the next section.

2.5.1 Humble beginnings: The Thomas-Fermi model

Until 1964, when Hohenberg and Kohn presented their seminal paper prov-
ing that the electronic energy of a system is a unique functional of the elec-
tronic density, DFT only had the status of a model - and a severely limited
one as such. The most notable shortcoming of the simple Thomas-Fermi
(TF) model10–12 – from a chemists point of view – is that it does not predict
molecular bonds. The TF model, especially the augmented theory (TFD)
subsequently presented by Dirac13 which includes exchange effects, never-
theless serves as a foundation for present days’ more elaborate theories and
therefore merits a short account.

The model originates from a statistical mechanics treatment of nega-
tive fermion particles in a uniformly distributed positive background whose
purpose is to maintain charge neutrality. Space is divided into many small
cubes with sidelength l and volume ∆V = l 3, each containing a different,
fixed amount of electrons ∆N . Furthermore the electrons are assumed to
behave as independent fermions, that is to say there is no interaction be-
tween the electrons, with the cells independent of one another. That is,
space is divided into a lattice of three-dimensional infinite wells for which
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the energy levels are given by

ε
(
nx ,ny ,nz

)= h2

8ml 2

(
n2

x +n2
y +n2

z

)

= h2

8ml 2 R2, nx ,ny ,nz = 1,2,3, . . . . (2.5.1)

For higher quantum numbers the number of energy eigenstates, φ(ε), with
energy less than ε is very well approximated by the volume of an octant with
radius R in the (nx ,ny ,nz )-space. That is

φ(ε) = 1

8

(
4πR3

3

)
= π

6

(
8ml 2ε

h2

)3/2

. (2.5.2)

The density of states, g (ε) at energy ε, between ε and ε+ δε can now be
obtained through

g (ε)∆ε=φ (ε+δε)−φ (ε)

= π

4

(
8ml 2

h2

)3/2

ε1/2δε+O
(
(δε)2) , (2.5.3)

under the condition that ∆ε
ε � 1. The total energy of the cell can be cal-

culated as the expectation value of the density of states multiplied by the
probability of the state being occupied, which is given by the Fermi-Dirac
distribution

f (ε) = 1

1+eβ(ε−µ0)
, β= 1

kB T
. (2.5.4)

The Fermi-Dirac distribution becomes a step function as β → ∞, that is
as T → 0, meaning that for certain values of ε, εF < µ0, all states are occu-
pied and consequently for all εF >µ0 all states are unoccupied. Here, µ0 de-
notes the zero temperature limit of the chemical potential, the energy cost
of adding or subtracting an electron to the system at 0 K. The expectation
value thus becomes:

〈Ecel l 〉 = 2
∫

ε f (ε)g (ε)dε= 4π

(
2m

h2

)3/2

l 3

εF∫
0

ε3/2dε

= 8π

5

(
2m

h2

)3/2

l 3ε5/2
F . (2.5.5)

The factor two appears due to the doubly occupied levels by an α and a β

spin electron.
In order to make a connection between the electronic energy of a cell and

the electron density the expectation value of the number of electrons of the
cell is calculated as

〈Ncell 〉 = 2

εF∫
0

f (ε)g (ε)dε= 8π

3

(
2m

h2

)3/2

l 3ε3/2
F , (2.5.6)
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which, inserted into Eq. (2.5.5) in turn gives

〈Ecel l 〉 =
3

5
〈Ncell 〉εF = 3h2

10m

(
3

8π

)2/3

l 3
( 〈Ncell 〉

l 3

)5/3

= 3h2

10m

(
3

8π

)2/3

∆V ρ5/3. (2.5.7)

In the last step ∆V = l 3 and ρ = 〈Ncell 〉/∆V has been used. Summation of
the energy contribution of all cells then yield the total energy of the system.
In the limit when ∆V → 0 this can be done by integration, assuming that ρ
is finite, and we obtain

TT F

[
ρ(r)

]=CF

∫
ρ5/3(r)dr, CF = 3

10

(
3π2)2/3

. (2.5.8)

This is the famous Thomas-Fermi kinetic energy functional, which will
later be encountered in the LDA (Local Density Approximation) functional
which, as was briefly mentioned in the beginning of this section, provides
the foundation of modern density functionals.

The most obvious flaw in this model, conceptually, is that the electrons
are treated as an ideal gas with no interactions between them or between
the lattice cells – a gross simplification considering the long-range inter-
action between elementary charges. However, this model has historically
enjoyed considerable success in certain applications, notably some types
of solid state systems, where the underlying assumptions of the model are
close to the actual situation encountered, as it were close to uniform back-
ground charge and low free electron density.

Neglecting correlation and exchange effects between electrons the total
energy of an electronic system can now be written

ET F

[
ρ(r)

]=CF

∫
ρ5/3(r)dr−Z

∫
ρ(r)

r
dr+ 1

2

	
ρ(r1)ρ(r2)

|r1 − r2|
dr1dr2

= TT F +Vne +Vee , (2.5.9)

in which the second term describes the electronic Coulomb interaction
with a fixed external field and the third term describes the Coulomb
electron-electron repulsion.

The lack of non-classical effects in TF theory was subsequently addressed
by Dirac, and a very brief outline of this contribution will be given here. In
HF theory for a non-degenerate, closed-shell ground state, the energy of an
electronic system – in functional form – is given by:

EHF

[
ρ1
]=∫[

−1

2
∇2

1ρ1 (r1,r2)

]
r2=r1

dr1 +
∫

ρ(r)v(r)dr

+ J
[
ρ
]− 1

4

	
ρ2

1(r1,r2)

r12
dr1dr2, (2.5.10)
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where ρ1(r1,r2) is the first order spinless density matrix and v(r) of the sec-
ond term is the external field experienced by the electrons. Comparing this
with (2.5.9) we can make the identification

Vee = J
[
ρ
]−K

[
ρ
]

, (2.5.11)

in which K
[
ρ
]

is the HF exchange-energy functional

K
[
ρ
]= 1

4

	∣∣ρ1(r1,r2)
∣∣2

r12
dr1dr2. (2.5.12)

It remains to find the density matrix ρ1(r1,r2) to obtain an exchange-energy
functional from the electron density. In deriving the TF kinetic energy
functional the uniform electron gas was modeled as a collection of
non-interacting infinite well boxes. Assuming we have a large number of
particles – for statistical mechanics arguments to be valid – we can replace
the infinite potentials of the boxes by periodic boundary conditions, that is
ψ(x + l ) =ψ(x). The solution to this problem, cf. particle on a ring, are the
orbitals

ψ(kx ,ky ,kz ) = 1

l 3/2
ei (kx x+ky y+kz z) = 1

V 1/2
ei kr (2.5.13)

in which

kx = 2π

l
nx , ky = 2π

l
ny , kz = 2π

l
nz , nx,y,z = 0,±1,±2. . . . (2.5.14)

This makes it possible to form a density matrix extending through all space,
thereby enabling the expression of the matrix element ρ1(r1,r2) as a func-
tion of ρ(r) alone (using the change of variables r = 1

2 (r1+r2) and s = r1−r2.
For a detailed description see, for instance, Density-Functional Theory of
Atoms and Molecules15)

ρ1(r1,r2) = 3ρ(r)

[
sin t − t cos t

t 3

]
= ρ1(r, s), t = kF (r)s. (2.5.15)

in which s appears as the magnitude of s and kF (r) = [
3π2ρ(r)

]1/3
. We are

now in a position to formulate Dirac’s exchange-energy functional

KD = 1

4

	
Ω

∣∣ρ1(r, s)
∣∣2

s
drds

= 9π
∫

ρ2(r)dr

k2
F


 ∞∫

0

(sin t − t cos t )2dt

t 5




=Cx

∫
ρ4/3(r)dr, where Cx = 3

4

(
3

π

)1/3

. (2.5.16)
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The full energy functional then reads

ET F D

[
ρ
] = CF

∫
ρ(r)5/3dr +

∫
ρ(r)v(r)dr + J

[
ρ
]−Cx

∫
ρ(r)4/3dr (2.5.17)

Finally we can now behold TFD density functional theory in its full – albeit
modest – glory through this inconspicuous expression.

This was the state of the DFT matter until the mid-sixties and the con-
tributions by Hohenberg, Kohn and Sham which elevated the status of DFT
above that of a model into a useful tool for electronic structure calculations.

2.5.2 The Hohenberg-Kohn theorems

Density functional theory would never have been more than a model had
Hohenberg and Kohn not shown the existence of a unique and universal
energy functional of the electronic density of a system.20 More specifically,
Hohenberg and Kohn (HK) proved that, for a given electronic density, there
can be no more than one Hamiltonian, meaning that the external potential
v(r) of the Hamiltonian can only differ by a constant. In other words, the
electronic density of the ground state is exactly determined by the external
potential.

The proof is delightfully simple: Suppose there exists two Hamiltonians,
Ĥ and Ĥ ′, differing by more than a constant, whose ground state wave func-
tions, Ψ and Ψ′, give rise to the identical density ρ(r). The variation princi-
ple then dictates that, when Ĥ operates on Ψ′

E0 <
〈
Ψ′∣∣Ĥ ∣∣Ψ′〉= 〈

Ψ′∣∣Ĥ + Ĥ ′ − Ĥ ′∣∣Ψ′〉
= 〈

Ψ′∣∣Ĥ ′∣∣Ψ′〉+〈Ψ′∣∣Ĥ − Ĥ ′∣∣Ψ′〉
= E ′

0 +
∫

ρ(r)
(
v(r)− v ′(r)

)
dr, (2.5.18)

and likewise when Ĥ ′ operates on Ψ

E ′
0 <

〈
Ψ
∣∣Ĥ ′∣∣Ψ〉= 〈

Ψ
∣∣Ĥ ′ + Ĥ − Ĥ

∣∣Ψ〉
= 〈

Ψ
∣∣Ĥ ∣∣Ψ〉+〈Ψ∣∣Ĥ ′ − Ĥ

∣∣Ψ〉
= E0 +

∫
ρ(r)

(
v ′(r)− v(r)

)
dr. (2.5.19)

Adding the two expressions Eq. (2.5.18) and Eq. (2.5.19), RHS to RHS and
LHS to LHS, yields the contradiction

E0 +E ′
0 < E ′

0 +E0 +
∫

ρ(r)
(
v(r)− v ′(r)

)
dr+

∫
ρ(r)

(
v ′(r)− v(r)

)
dr

⇔
E0 +E ′

0 < E ′
0 +E0 +

∫
ρ(r)

[
v(r)− v(r)+ v ′(r)− v ′(r)

]
dr

⇔
E0 +E ′

0 < E ′
0 +E0. (2.5.20)
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The sum of two energies can clearly not be less than itself and the proof is
complete. The second of the HK theorems proves that there exists a DFT
equivalent to the variation principle of wave mechanics and the reason-
ing is straight forward. Suppose that a well behaved electron density ex-
ists which integrates to the correct number of electrons N . In such cases
the first theorem proves that there is a wave function corresponding to this
density and therefore the following must hold

〈
Ψ
∣∣Ĥ ∣∣Ψ〉= E � E0, (2.5.21)

according to the variation principle. The variation principle for DFT is valid
in cases where

∫√∣∣∇ρ(r)
∣∣dr <∞,

∫
ρ(r)dr = N and ρ(r) � 0, (2.5.22)

provided that an anti-symmetric wave function can be constructed from
ρ(r). Any density abiding by these requirements which reduces the total
electronic energy is a better approximation to the exact density. The the-
orems unfortunately offer no guide as to how the density should be con-
structed or to the particular form of the energy functional. The former prob-
lem was addressed by Kohn and Sham in 1965.21

2.5.3 Kohn-Sham theory

The energy functional mapping a value of the energy from the electron den-
sity can be separated in two parts, as in HF theory. One part describes how
a system of non-interacting electrons moves in the external potential and
the other part describes the electron-electron interactions. This can be ex-
pressed as

E
[
ρ(r)

]= TT F

[
ρ(r)

]+Vne
[
ρ(r)

]+Vee
[
ρ(r)

]+∆T
[
ρ(r)

]+∆Vee
[
ρ(r)

]
= ET F

[
ρ(r)

]+∆T
[
ρ(r)

]+∆Vee
[
ρ(r)

]
.

(2.5.23)

All terms of the expression have the same electronic density as their
argument and the first three terms on the right hand side are one-electron
functionals and would, for a system of non-interacting electrons, describe
this exactly. The first term, TT F

[
ρ(r)

]
, is the kinetic energy functional

as obtained from statistical mechanics for a non-interacting electron
gas,10–12 see Section 2.5.1. The second term, Vne

[
ρ(r)

]
, expresses the

interaction between the nuclei and electron density and Vee
[
ρ(r)

]
is the

classical electron-electron repulsion for electronic densities. ∆T
[
ρ(r)

]
is a

correction term to the non-interacting kinetic energy functional TT F

[
ρ(r)

]
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of Thomas and Fermi.

TT F

[
ρ(r)

]=CF

∫
ρ5/3(r)dr, CF = 3

10

(
3π2)2/3

Vne
[
ρ(r)

]= M∑
k=1

∫
Zk

|r−Rk |
ρ(r)dr

Vee
[
ρ(r)

]= 1

2

	
ρ(r1)ρ(r2)

|r1 − r2|
dr1dr2. (2.5.24)

The two last terms of Eq. (2.5.23) are corrections to the kinetic energy and
electron-electron interaction energies needed to account for the errors in-
troduced by assuming a system of non-interacting electrons. These terms
are commonly added into a single term, the exchange correlation func-
tional Vxc

[
ρ(r)

]
.

Within the Kohn-Sham (KS) formalism the assumption is now made that
the total density, analogous to the wave function in HF formalism, consists
of orbitals, that is

ρ(r) =∑
i

∣∣φi (r)
∣∣2 , (2.5.25)

and that the functionals in Eq. (2.5.23) are rewritten as a sum of
one-electron functionals

E
[
ρ(r)

]= N∑
i

[〈
φi

∣∣∣− 1

2
∇2

i

∣∣∣φi

〉
−
〈
φi

∣∣∣ M∑
k

Zk

|ri −Rk |
∣∣∣φi

〉]

+
N∑
i

〈
φi

∣∣∣1

2

∫
ρ(r′)dr′

|ri − r′|
∣∣∣φi

〉
+Vxc

[
ρ(r)

]
. (2.5.26)

The correction terms in the energy expression Eq. (2.5.23) are represented
here by the exchange-correlation term Vxc

[
ρ(r)

]
. Note, that if the exact

form of the exchange-correlation term was known, DFT would be an exact
method, just like full-CI. Alas it is not, and even if it was known, it is unlikely
that the evaluation of it would prove easier than other methods including
electron correlation. The exchange-correlation functional is usually split in
two parts, an exchange and a correlation part.

Vxc
[
ρ(r)

]=Vx
[
ρ(r)

]+Vc
[
ρ(r)

]
. (2.5.27)

Since Etot
[
ρ(r)

]
can be written as a sum of one-electron functionals, the

same method as in HF theory can be applied to form a DFT equivalent to
the HF equations, the Kohn-Sham equations

ĥK Sφi = εiφi

ĥK S =−1

2
∇2 +Vne (r)+

∫
ρ
(
r′
)

|r− r′| +Vxc (r), (2.5.28)

where ĥK S is the DFT equivalent of the Fock operator in wave mechanics. In
practice, the solution to these equations is found using the same approach
as in the solution to the Roothaan equations in HF theory.
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2.5.4 Exchange-correlation functionals

Without going in to details as to how the exchange-correlation functionals
are constructed, there have historically been two main schemes at different
levels of approximation, the second one being a development of the first.
The earliest functionals were derived using the assumption that the elec-
tron density in some point r locally could be treated as a uniform electron
gas and is called Local Density Approximation (LDA) or, LSDA for open shell
systems.22

The second way to formulate the functionals emerged as a correction to
the LDA in which the correction term, which is a function of the density
gradient in point r, is added to the LDA functional. In spirit this resembles
a Taylor expansion of Exc

[
ρ(r)

]
and these functionals are called Gradient

Corrected (GC) or Generalised Gradient Approximation (GGA) functionals.
For molecular systems however, it is most common today that another

type of functional is utilised where a linear combination of the exact ex-
change contribution (from HF) and a DFT exchange-correlation functional
are employed. For instance, the Becke8823 (B88) three parameter exchange-
correlation functional24 (B3) has the following appearance

E B3
xc = (1−a)E LSD A

x +aE exact
x +b∆E B88

x +E LSD A
c + c∆EGG A

c , (2.5.29)

where the a,b and c parameters determine the contribution from the dif-
ferent components and whose values are determined by fitting to experi-
mental data. The functional terms on the right hand side are, in order, ex-
change from LSDA (or LDA for a closed shell system), exact exchange from
HF, the B88 GGA exchange correction, the LSDA correlation functional and
finally a GGA correlation correction of free choice. Although the choice of
last term is free, benchmarks on well characterised model systems25 (test
sets) suggest that the best all-round GGA correlation functional correction
to combine with B3 is the Lee, Yang and Parr (LYP) correlation functional26

for most systems yielding the B3LYP27 exchange-correlation functional:

E B3
xc = (1−a)E LSD A

x +aE exact
x +b∆E B88

x + (1− c)E LSD A
c + c∆E LY P

c . (2.5.30)

The slightly different form of this functional compared to Eq. (2.5.29) is due
to the lack of an LDA component in the LYP correlation functional.

2.6 Comparison of wave function methods and DFT
DFT has a conceptual advantage compared to wave function methods (with
the exception of full-CI) in that it is an exact method under the condition
that the exact form of the exchange-correlation functional is used. A con-
ceptual disadvantage of DFT is that, since the exact exchange-correlation
functional is not known, there is no gradual way to improve the computed
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electronic structure by inclusion of more electronic configurations in the
total wave function (or density), as there is in wave function methods. Fur-
thermore, in DFT one can not be certain that the variation principle holds
as you can in wave mechanics. The HK theorem does infer that to be the
case, but only under the condition that the energy functional is fully known,
which it is not, as previously mentioned.

The Kohn-Sham orbitals of DFT do not have the same physical mean-
ing as the HF orbitals, but often in practice they show good agreement with
experimental observations. However, the meaning of the virtual orbitals is
uncertain and as a consequence so is the validity Koopman’s theorem, stat-
ing that a species ionisation potential is equal to the negative of the highest
occupied molecular orbital energy. Therefore caution is due when studying
ionisation energies and electron affinities using DFT.

Within a one determinant description of electronic systems though, DFT
has an advantage of including correlation (dynamic) in the formalism and
the precision of a calculation in comparison to the computational effort
required (CPU time) to achieve it, speaks heavily in favour of DFT in com-
parison to wave function methods.

The formal scaling of DFT is, like in HF theory, M 4 (where M is the num-
ber of basis functions used) but can by computational methods be reduced
to M 3. DFT thus have a small advantage on HF and consequently enjoys
a much larger advantage on wave function methods including correlation
using many Slater determinants.

2.7 From quantum to chemistry
This far in the presentation of quantum chemistry the emphasis has been
put on the theoretical underpinnings permitting the study of chemical re-
actions computationally. It is mentioned in the beginning of this chapter
that knowing the electronic structure of a molecule or atom in principle al-
low all chemical properties of the species of interest to be computed. So
how is this done in practise when studying a chemical reaction by means of
quantum chemistry on a computer?

For our purposes, a chemical reaction can be defined as a rearrangement
process of electrons and nuclei. In most cases of interest the nuclei and
electrons are rearranged into something distinguishably different from the
initial species, which is not to say that this is true of all chemical reactions.
In any case, the gist of it is that bonds are broken and formed. There can
be several causes for such events, commonly molecules colliding through
thermal motions or electronic excitations due to electromagnetic irradia-
tion.

A chemical reaction can be modeled on a computer in all but a few cases,
since the wave function or electronic density of almost any configuration

34



of nuclei can be obtained. For instance via methods such as those outlined
in the preceding sections. Provided the number and species of particles are
constant, the energies of any assemblage of these nuclei and electrons are
comparable entities†. Therefore, because all chemical reactions are mass
conserving, the energies of reactants, products and any intermediate struc-
ture are all confined to the same “Potential Energy Surface”‡ (PES), an en-
ergy landscape. Just like countryside landscapes, the PES features a coun-
terpart to hills, crests, depressions and passes, which all correspond to a
unique geometric configuration of the nuclei.

Using the landscape likeness in the context of chemistry, a reaction starts
in a depression traversing a hillside through a pass – or series of passes –
down a slope to another depression. In more general, mathematical terms
a reaction starts in a minimum, moves against the gradient, passing a sad-
dle point of some order and then follows the gradient to another minimum.
This sequential traversing of the PES defines a reaction coordinate which
usually bear little likeness to the common notion of a coordinate as a direc-
tion or vector. Rather is an abstract concept which may coincide with the
common definition.

In quantum chemistry, knowing the reaction coordinate is imperative
when studying a reaction, since in order to quantitatively assess the valid-
ity of a potential reaction mechanism, the route from reactants to products
must be ascertained. There are of course an infinite amount of conceivable
routes but what is most commonly sought is the most likely route, following
the path of least resistance. The crux lies in finding the molecular geometry
of the transition state (TS), a saddle point on the PES, which connects the
reactant and product geometries.

One guide to finding a TS is offered by the Hammond-Leffler
postulate,28, 29 saying that states close in energy have similar geometry,
which means that for an endergonic reaction the TS should resemble the
product more that the reactant while the reverse would be true for an
exergonic reaction. There are a number of techniques to find TSs at various
levels of automation. For instance, the simplest systematic approach
would be a linear interpolation between the geometries of the reactants
and products. Keeping the Hammond-Leffler postulate in mind, linear
geometry interpolation would consequently be suitable for thermoneutral
reactions and successively less suitable the more ender- or exergonic the
reaction becomes. Whichever situation, an unequivocal property of the
PES in the vicinity of a TS is that at least one vibrational mode will have
negative curvature. Following the negative curvature upward in energy, a
saddle point is eventually reached which is the TS geometry.

†Comparable in the apples to apples sense.
‡A PES is a hypersurface in all but diatomic molecules.
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Regardless how reactant, product and TS geometries are found, their sta-
tus must be verified. This is accomplished by standard methods of multi di-
mensional analysis. All of the mentioned states are stationary in the sense
that the gradient of the energy with respect to nuclear coordinates is zero

−→∇E =
(

∂E

∂R1x
,
∂E

∂R1y
,
∂E

∂R1z
, . . . ,

∂E

∂RM x
,

∂E

∂RM y
,

∂E

∂RM z

)T

=−→
0 . (2.7.1)

In addition, a minimum of the PES must be positive definite, that is the
determinant of the Hessian matrix

H(E) =
(−→∇E

)(−→∇E
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, (2.7.2)

must have only non-negative eigenvalues while a saddle point of first or-
der has one negative eigenvalue. The vibrational modes of the molecule are
the eigenvectors of the Hessian. Following the eigenvector corresponding
to the negative eigenvalue at a TS geometry in both directions should end
up in local minimum, hopefully the reactants and products.

2.8 Solvent models in quantum chemistry
When studying chemical reactions in the condensed phase, effects of the
solvent media can not be disregarded, and hence there is a need for an ac-
curate model which takes these effects into account and provides a quan-
titative treatment of the solvent influence on the reaction. Broadly, the sol-
vent models used in quantum chemistry can be divided in two categories:

• Discrete models, where a number of explicit water molecules are
included in the calculations. This approach has the advantage of
capturing phenomena where the solvent play an integral part in the
reaction studied, e.g. transient charge transfers between the solute and
solvent. The drawback is the increase in system size and the loss of
average effects of solvation.

• Continuum models, in which the solvent media is treated as a feature-
less continuum with the sole property of providing polarisation charges
that mimic the average behaviour of the particular solvent of interest. In
cases where specific solute-solvent interactions are of no consequence
to the chemistry of the system, continuum models provide a computa-
tionally efficient means to model the influence of the solvent.
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Of course, any combination of the two approaches is possible and may
indeed be required to faithfully model the system under study. The dis-
crete model will not be discussed further and the attention is instead turned
to the continuum models, specifically the Polarisable Continuum Model
(PCM).

2.8.1 The PCM method

In the PCM30, 31 solvation model the bulk of the solvent is modelled as an
infinitely large, continuous dielectric medium. In this medium a cavity
is created approximating the shape of the solute so as to accommodate
the species under study. The cavity is created by interlocking spheres,
each sphere centered on a nucleus of the solute. Overlapping parts of the
spheres are discarded and a solvent accessible surface is computed. This
surface is then subdivided into surface elements (facets) called tesserae.

Quantitatively, the solute-solvent interactions can be described as a per-
turbation to the gas phase Hamiltonian (Eq. (2.1.2)), here denoted Ĥ0, as

Ĥ = Ĥ0 +Vi nt . (2.8.1)

The perturbation Vi nt is a sum of three distinct types of interactions

Vi nt =Vel +Vster +Vdi sp , (2.8.2)

where the sterical and dispersion parts, Vster and Vdi sp , can be calculated
outside of the SCF procedure to reduce the computational cost. Vel is a po-
tential created as a response to the solute’s electrostatic potential at the sur-
face of the cavity. It has been shown that Vel can be expressed in terms of an
“apparent charge density” σ appearing on the cavity surface and this forms
the basis of this method. The charge density σ is assumed to be constant on
each tesserae which allows Vel to be expressed as a sum of point charges qi

placed in the centre of the T number of tesserae:

Vel (r) =
T∑

i=1

qi

|r− ri |
. (2.8.3)

In recent implementations of PCM, the point charges depend on the elec-
trostatic potential of the solute at the cavity surface and also by the other
point charges. This means that a set of coupled linear equations, equal to
the number of point charges, must be solved in every SCF cycle to deter-
mine the values of the point charges. The system to solve then is

Dq =−bsol . (2.8.4)

Here q is a vector containing the point charges; bsol is the vector contain-
ing the solute’s electrostatic potential. The matrix D depends on the dielec-
tric constant of the solvent media and geometrical parameters of the cavity
shape. Solving Eq. (2.8.4) allows us to define the perturbation operator Vel ,
and consequently Vi nt , and solve the Schrödinger equation.
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3. The chemistry of the anti-tumour
drug cisplatin

The anti-tumour drug cisplatin has been the subject of substantial scrutiny.
The interest was sparked by the serendipitous discovery of its cytostatic ac-
tivity, and subsequent publication in 1965, by Barnett Rosenberg et al.32, 33

and a plethora of articles has been published on the subject. Nevertheless,
many aspects of its mechanism of action are still veiled to us, providing an
impetus for further research.

The allure of cisplatin as a research topic is perhaps best understood in
terms of its extraordinary efficacy at killing some types of cancer while fail-
ing at other. For instance, cisplatin cures testicular cancer with upward of
∼90% success rate,1 when promptly diagnosed. Obviously it is nearly im-
possible, to improve upon such a figure, but it only pertains to a limited
number of cancer types. The reasons for cisplatin resistance in some tu-
mours are complex and multiple factors have been indicated to contribute.
The issue of cisplatin resistance will be left at that in this chapter, since it is
out of scope for the current work, not because it is uninteresting. Quite the
contrary.

Circumventing the cellular mechanisms of resistance is naturally an en-
ticing prospect, given the proven potency of cisplatin against susceptible
tumours. However, despite the great humanitarian interest, commercial in-
centive and the consequential investments made in research, few substan-
tial improvements to cisplatin have been found with respect to broadening
the spectrum of treatable cancer types or enhancing its chemotherapeutic
potency.

Recently, researchers have therefore taken radical departures from the
established formula for anti-cancer activity in Platinum compounds by in-
vestigating poly-nuclear complexes, trans arranged complexes and octahe-
dral Platinum species34–39 in an attempt to avoid mechanisms of cellular
resistance, while retaining the DNA binding properties of the parent com-
pound. This certainly does not render the use of cisplatin as a model system
obsolete however, since in these novel compounds, the DNA binding “unit”
is still a square planar Platinum moiety, which in all likelihood shares many
mechanistic aspects of its DNA interactions with cisplatin.

Many aspects of the cisplatin-DNA interaction and also the activation
reactions prior to binding are well suited for studies employing the tools
of quantum chemistry. While quantum chemistry may not be the best
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drug discovery tool in itself due to hardware and software constraints †,
the basic knowledge acquired in this manner should aid the development
of novel cisplatin-based cancer drugs. Quantum chemical studies of
cisplatin’s bonding to DNA and the reactions preceding it are the focus of
this chapter.

3.1 Chemical properties of cisplatin
Cisplatin is a small, square planar inorganic compound with a Pt(II) ion in
the centre of the square coordinating two ammine and two chloride ligands
to the corners of the square in a cis conformation (figure 3.1). Cisplatin’s
chemical formula, Pt[NH3]2[Cl]2, was determined in 184540 by Michel Pey-
rone from whom the older, but occasionally still encountered name of the
compound, “Peyrone’s chloride”, was taken.

Cisplatin Diaquated cisplatin Transplatin

Figure 3.1: Images of cisplatin, diaquated cisplatin and cisplatin’s geometrical iso-
mer transplatin.

The principal features of cisplatin’s structure were published in 189341 by
Alfred Werner, a giant in coordination chemistry, whose work on chemical
valence and structural chemistry later on earned him a Nobel prize. In that
ground breaking publication Werner also presented the first distinction be-
tween cisplatin and geometric isomer transplatin, which binds to DNA but
does not display any deleterious effects on cancer tumours.

The underlying explanation to cisplatin’s square planar geometry was
not given until the next century however, through the work of Bethe and
van Vleck on Crystal Field Theory (CFT),42, 43 which provides a qualitatively
valid quantum chemical explanation for the square planar structure as well
as other common structures of coordination compounds, for instance the
six-coordinated octahedral geometry.

†Neither processors or quantum chemistry algorithms are efficient, or fast, enough to allow
testing of the viability of large numbers of semi-random drug candidates, similar to how
molecular mechanics/dynamics is used today in drug discovery.
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The chemotherapeutic properties of cisplatin were not discovered until
the early sixties44 by physicist-turned-biologist Barnett Rosenberg and
co-workers. In an experiment investigating cellular mitosis, inspired by
the similarity between the field lines of electric dipoles and the mitotic
spindle, an alternating electric current was passed through a culture of
Escherichia Coli. The working hypothesis was that the similarity of the
mitotic spindle and dipolar electric field lines was not just by chance and
could possibly be disrupted at some resonance frequency of the current.
The experiment in question was only meant to test the equipment before
using mammalian cells, since they were fully aware that prokaryotes do
not form a mitotic spindle during cell division.

Employing good chemical common sense they used electrodes of Plat-
inum to conduct the current through the solution, since Platinum is chem-
ically inert – or so they thought. The result of the experiment was that the
cells started to elongate, growing in filaments, rather than undergoing cell
division. Filamentous growth of E. Coli is a sign of impeded mitosis by DNA
damage.45, 46 The alternating current was eventually ruled out as the di-
rect cause for this and an electrolytic reaction was considered instead. They
found that electrolytic reactions did indeed take place, producing many dif-
ferent chemical species. In the end, the hampered cell division was shown
to be caused by cisplatin and a few closely related platinum compounds,
which had formed at certain frequencies of the current. Cisplatin was sub-
sequently approved by the Food and Drug Administration of USA in 1978
for treatment of genitourinary † tumours.

As a side note, it should be mentioned that the respectable age of the
coordination chemistry subject is reflected in some legacy nomenclature
which may catch the unfamiliar reader off guard. Examples present in this
text are ammine (two m’s) , aquation and anation. An ammine is an am-
monia ligand. Aquation and anation are each others opposite and denote a
ligand substitution of an anion by a water molecule for the former and vice
versa for the latter.

3.1.1 Crystal field theory and the cisplatin geometry

Cisplatin is a coordination compound. In general, coordination
compounds are characterised by having a number of ligands containing
lone pair electrons which are coordinated toward an empty orbital of a
central metal ion, thereby forming a coordinate covalent bond. This type
of bond is something halfway between purely ionic and covalent bond
in terms of stabilisation energy gained by the linear combination of the
involved orbitals.

†The organ system encompassing the reproductive organs and the urinary system.
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A central concept in coordination chemistry is the coordination number,
the number of ligands coordinated to the metal ion. The maximum coordi-
nation number possible is determined by how many empty valence orbitals
are available, which in turn is decided by the valence electronic configu-
ration of the metal ion, its polarisability and the “strength” of the ligands.
Strength refers to the magnitude of the energy split induced in the degen-
erate valence orbitals of the metal ion. A high magnitude split precludes
parallell spin electronic configurations, maximising the number of empty
orbitals and consequently also the coordination number.

The coordination number is obtained by multiplying the number of
empty orbitals by the number of lobes of these orbitals capable of forming
σ-symmetric bonds with the ligand lone-pairs. Usually, the ligands form as
regular a polyhedron as possible from the coordination number, where the
ligands constitute the polyhedron corners. One exception to this rule of
thumb is close at hand; cisplatin, in which Platinum(II) has coordination
number four but the ligands are square planar rather than the more regular
tetrahedral arrangement.

The coordinating Platinum centre of cisplatin is in the 2+ oxidation state
and has the d8 electronic configuration of its valence shell. This is the most
commonly encountered oxidation state of Platinum followed by the 4+ oxi-
dation state, Pt(IV). In contrast to the square planar structure of Pt(II) com-
pounds, Pt(IV) forms octahedral ligand complexes due to its d6 valence
shell electronic configuration as explained below.

The structures of transition metal complexes are intimately related to
the valence shell electronic configuration of the coordinating metal cen-
ter. That is, the extent to which the metal d-orbitals are filled. For any given
valence configuration there is a corresponding geometric arrangement of

Figure 3.2: Energy split of the d-orbital degeneracy in an octahedral crystal field.
The point charges are indicated by green spheres at the end of the axes.
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Figure 3.3: Scheme over the broken d-orbital degeneracy in an octahedral crystal
field as a function of increasing separation of the z-axis charges. To the right, the
orbitals and their relative energy levels corresponding to the electronic configura-
tion of cisplatin (d8) is shown for a square planar crystal field.

ligands which is the most stable that can be predicted by crystal field the-
ory (CFT).

In CFT the coordinating metal is viewed as a free ion and the ligands
are treated as point charges, a source of Coulomb repulsion acting on
the electronic density distribution of the d-orbitals. Differently placed
point charges around the ionic metal center break the degeneracy of the
d-orbitals in specific and unique ways. CFT uses an electrostatic argument
alone to explain how the degeneracy of the transition metal d-orbitals is
broken depending on the symmetry of the point charge lattice, the crystal
field. This is too simplistic a picture to provide better than qualitative
predictions and CFT has long since been superseded by Ligand Field
Theory and MO theory in that respect. Nevertheless CFT serves as a good
vehicle for explaining coordination chemistry.

Due to the spatial distribution of electronic density of the d-orbitals, crys-
tal fields of different symmetry will split the orbital energy levels differently,
both in terms of the magnitude of the split, ∆, and the ordering of the d-
orbital energy levels. The electronic configuration is then determined in the
usual manner following the aufbau, or building-up, principle and Hund’s
rules. In the case of four coordination directions the two prevalent geomet-
rical configurations of ligands in coordination compounds are the tetra-
hedral and the square planar arrangement, in order of natural occurrence.
Using the CFT framework, the square planar arrangement of ligands is ob-
tained as a special case of the octahedral arrangement, shown in figure 3.2,
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where the charges of one axis have been infinitely separated as depicted in
figure 3.3 which shows the resulting low-spin configuration of cisplatin. For
the six-coordinated complexes formed by Pt(IV) it is evident that the octa-
hedral arrangement shown in figure 3.2 puts the six valence electrons in the
lowest energy state, making it the preeminent configuration.

The split of energy levels caused by a tetrahedral crystal field is an inver-
sion of the octahedral split, that is, the d-orbitals not aligned to coordinate
system axes (dx y ,dy z ,dzx , the orbitals of e symmetry) are most repelled by
the crystal field charges and lie higher in energy than the orbitals aligned
to coordinate axes, dz2 and dx2−y2 . The tetrahedral arrangement will conse-
quently put a d8 valence configured ion in an overall higher energy than the
square planar arrangement and is therefore disfavoured.

3.2 Activation of cisplatin
Cisplatin, like most other chemotherapeutic drugs, interacts with DNA to
inhibit vital cell processes such as replication and transcription. Cisplatin
in its native form is a neutral molecule and hydrolysis of the chloride ions
in the blood plasma is suppressed due to the relatively high chloride con-
centration therein, ∼100 mM. This suppression is a necessary requisite for
passage through the cell wall by cisplatin, since this passage is most likely
passive,47 and an overall neutral molecule has a much higher rate of pas-
sage through the fatty cell wall than a charged species.

Upon entering the cell cytoplasm, the chloride concentration drops to
∼20 mM and the cisplatin chlorides are then more susceptible to substitu-
tion, shifting the equilibrium toward aquated species, which are more ac-
tive binding to DNA than the parent compound. The loss of chlorides there-
fore serves as an activation of the drug. There is no unequivocal evidence as
to whether it is the singly or doubly aquated species that bonds to DNA,48, 49

but a majority of the researchers lean towards the singly aquated species.
The aquation reaction of cisplatin is an associative substitution reaction

wherein a chloride ligand of cisplatin is replaced by a water molecule in a
generalised SN2 mechanism. Substitution reactions in square planar com-
plexes have been investigated intensively for a number of different com-
pounds including several different metal ions and ligands.50 The reaction
starts with the entering water ligand coordinating to the Platinum ion from
one side of the coordination plane, as shown in figure 3.4. The substitu-
tion is then likely to proceed via a trigonal bipyramidal transition state51 to
a product complex in which the substituted ligand leaves on the opposite
side of the coordination plane. The full aquation of cisplatin involves two
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Figure 3.4: Schematic illustration of the theoretical ligand substitution mechanism
for cisplatin.

consecutive substitutions of chloride ions by water molecules

cis-Pt[NH3]2[Cl]2 +2H2O → cis-Pt[NH3]2[Cl][H2O]++H2O+Cl− →
cis-Pt[NH3]2[H2O]2+

2 +2Cl−

Experimental data pertinent to this reaction include kinetic studies48, 52 and
barrier height determinations for the first aquation53–55 and the chloride
anation56, 57 of cis-Pt[NH3]2[H2O]2+

2 to cis-Pt[NH3]2[Cl][H2O]+, and an X-
ray structure58 of cisplatin. One kinetic study48 indicated that the equi-
librium state of aquation of cisplatin in a chloride depleted environment
would be the monoaquated species, while analysis of the bonding pattern
of cisplatin to DNA using both mono- and diaquated cisplatin suggest the
diaquated species to be the activated form.49

Despite the considerable resources spent on research of this drug, many
questions still remain regarding the mechanism of cisplatin’s activation as
well as its binding to DNA. Some of these questions, or aspects of them, can
be addresses using quantum chemistry: For example, the aforementioned
disagreement on which form the drug actually binds to its targets, that is,
as cis-Pt[NH3]2[Cl][H2O]+, or cis-Pt[NH3]2[H2O]2+

2 . To this end, computa-
tional chemistry can be a useful complementary tool, in order to verify or
falsify suggested mechanisms, or propose reaction paths of modified drugs.
The reaction mechanism of the aquation of cisplatin is studied in paper I.

3.3 Cisplatin interactions with DNA
In the more than three decades passed since the discovery of cisplatins
cytotoxicity, the relatively few second generation cisplatin derived drugs,
either released to the market or candidate drugs, have generally been ac-
tive against the same spectrum of tumours as cisplatin, mainly ovarian,
testicular, head and neck cancers.59, 60 Two notable improvements to the
drug have so far been found however: Firstly, the replacement of cisplatin’s
chloride ligands with a chelating dicarboxylate group in carboplatin which
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Figure 3.5: Schematic drawing of the different DNA adducts formed by cisplatin.
The letter N denotes any base.

resulted in reduced toxicity, thereby permitting higher dosage, less severe
side-effects and a reduced need for co-administration of protective drugs.
Secondly there has been found one derivative lacking cross-resistance with
cisplatin in the case of oxaliplatin which have been approved for the treat-
ment of colorectal cancer.34, 61, 62 It is starting to become evident however,
that following the established Structure Activity Relationship rules,2, 3 laid
out by Cleare and Hoeschele in the seventies, it is not likely that any radi-
cally improved drugs will be found, neither with respect to cisplatin cross-
resistance nor to highest attainable potency. The latter may not be of pri-
mary importance to strive for, as 90 % curing rate is a figure hard to surpass.

Research efforts are now directed toward compounds in direct violaton of
most of the established SAR rules, mainly octahedral Pt(IV) species, polynu-
clear species containing several platinum centres and the rational design of
sterically hindered complexes in an attempt to circumvent cellular mech-
anisms of resistance. In these efforts, quantum chemistry can provide pro-
found understanding of the mechanism of cisplatins action as well as drugs
derived from it, since the functional DNA binding group is a square planar
Platinum moiety in these drug candidates as well.

The clinical target of cisplatin has in a number of studies been shown
to be cellular DNA,63–65 to which cisplatin forms several different adducts,
most notably the intrastrand bifunctional adducts † 1,2-d(GpG) at

†The nomenclature of these adducts is: 1,2-d({A/G}pG) where “1,2” denotes adjacent
purines, “d” means duplex DNA, A and G stands for adenine and guanine respectively while
p denotes the phosphate group linker. Adducts of the 1,3-d(GpNpG) type follow the same
naming conventions with N meaning any base. Interstrand adducts do not follow these con-
ventions and are referred to as “interstrand GG adducts”.
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∼65% and 1,2-d(ApG) at ∼25%66, 67 (figure 3.5). These adducts have also
been pointed out as the ones correlating to the antitumour properties
of cisplatin on account of these not being formed by the clinically
inactive geometric isomer transplatin.68 Other adducts formed are the
intrastrand 1,3-d(GpNpG) (N being any base), the interstrand GG adduct,
monofunctional adducts to guanine and various DNA-protein adducts.
It is worth noting that neither monofunctional adducts to adenine nor
interstrand AG adducts have been detected.

The intrastrand adducts and interstrand adducts have principally
different arrangements of the purines with respect to the plane formed
by the Platinum(II) ion and the carrier ammine ligands. Experimentally
determined structures of intrastrand adducts show the O6 atoms of the
guanines coordinated toward the same side of the cisplatin plane, whereas
interstrand adducts have O6 atoms coordinated on opposite sides of
the plane. These arrangements are called the Head-to-Head (HH) and
Head-to-Tail (HT) arrangements respectively.

All bifunctional adducts to DNA cause a local unwinding of the DNA
helix and a widening of the minor groove, but with significant differences
between the intra- and interstrand adducts,70, 71 which are illustrated in
figures 3.6 and 3.7. The major platination product, 1,2-d(GpG), induces a
kink in the DNA molecule and opens a hydrophobic pocket in the minor
groove between the two guanine bases. This kink, and the widened mi-
nor groove with the hydrophobic pocket, provide a motif of recognition for
a class of protein called “HMG-box proteins”,72–77 so called because they
contain a “High Mobility Group” tertiary structure motif common to the
HMG group of chromosomal proteins. These proteins provide a wide range

Figure 3.6: The major intrastrand platination product 1,2-d(GpG) determined by
NMR spectroscopy in a dodecamer DNA duplex.69 Highlighted in red is the plati-
nation site. The individual DNA strands are coloured wheat and green.
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Figure 3.7: X-ray determined structure71 of the less common interstrand bifunc-
tional platinum GG adduct. The complementary cytosine bases of the adduct gua-
nine bases are expelled out of the DNA helix and extend into the solvent. The
colouring follow that of figure 3.6.

of functionality including DNA repair, replication and transcription, all in-
volving recognition of specific DNA sequences.

These proteins can form a ternary complex to the site of the lesion, im-
peding access to the platinated DNA lesion for the DNA excision repair en-
zymes of the cell nucleus. The crystal structure of this ternary complex78 re-
veals that, besides the common DNA recognition motif of gene regulatory
proteins (helix-turn-helix), a phenylalanine side chain was inserted into the
hydrophobic pocket created at the site of the lesion, see figure 3.8.

One may ask whether the preference of platination toward G over A is
manifested in the chemical differences of the purines, or is due to sterical
effects imparted by the surrounding parts of DNA. Furthermore there is an
open question about the role of the carrier ligands (NH3) and especially the
need for at least one -NH moiety79 in the ammine is suggestive of hydrogen
bonding. It is for instance well known that the ammine ligand of cisplatin
in a dinucleotide 1,2-d(GpG) adduct can form a hydrogen bond to the 5’
backbone phosphate group,80, 81 which could provide stabilisation to the
induced kink in polynucleotide DNA as well.

3.4 Paper I
In this paper, the full aquation of cisplatin is studied using two models of
solvation: One minimal model where the solvation effects are modelled
with a continuum solvation model, IEF-PCM,82–84 and an extended
solvation model containing five explicit solvent water molecules in the
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first substitution reaction and four explicit water molecules in the second
substitution complemented by the IEF-PCM continuum solvation model.
There are thus a total of six water molecules present as ligands or solvent
molecules at all stages of the aquation process in the large model. The
present study aimed to elucidate the most probable aquation state of
activated cisplatin in a chloride depleted environment and to find out the
effect of the solvation model on the results.

Previous theoretical studies85, 86 have investigated various aspects of cis-
platin’s activation process, employing different quantum chemical meth-
ods. The first study85 used the Car-Parinello MD method87, 88 (CPMD) to es-
timate the activation energy barrier of the first aquation of cisplatin at con-
siderable computational expense and obtained a result (∼21 kcal/mol) in
very good agreement with experimental results (19.5-21.5 kcal/mol), albeit
without optimised transition state (TS), reactant complex (RC) or product
complex (PC) geometries due to the dynamical nature of the Car-Parinello
method. Due to the prohibitive computational cost of CPMD some limiting
constraints were put on the cisplatin moiety in order to enforce the ligand
substitution within a reasonable time frame and computational effort. Un-
fortunately this could also introduce a bias in the results which is impos-
sible to assess a priori or a posteriori. On the other hand it may be argued
that the computed barrier height of activation agrees so well with experi-
ment that it alone serves as validation of this computational approach.

The second study86 employed more traditional quantum chemical
methods (DFT) and obtained optimised TSs, RCs and PCs for all stages
of the aquation. However, the solvation model used 89, 90 (of Onsager
ancestry) unfortunately left room for some doubt regarding the accuracy

Figure 3.8: X-ray determined structure78 of an intrastrand 1,2-d(GpG) adduct in a
ternary complex with an HMG-box containing protein.
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of the results. The Gibbs free energy activation barrier, ∆G‡, for the
two aquation reactions was estimated to be 24.1 kcal/mol for the first
aquation and 28.6 kcal/mol for the second, while the chloride anation
(cis-Pt[NH3]2[H2O]2+

2 → cis-Pt[NH3]2[Cl][H2O]+) reaction was found to
have a ∆G‡ of 28.5 kcal/mol. When comparing this last barrier to the
experimentally determined 16.6 kcal/mol, there is a large discrepancy,
most likely due to the solvation model used. Furthermore the study86

suggested that the second aquation step would be thermoneutral
conflicting with kinetic studies of the aquation.

In the present study, the stationary points of the rection path (RC, TS, PC)
were located for both the small and the large model using DFT at the B3LYP
level of theory. The Effective Core Potential (ECP) basis set LanL2DZ91–93

was used for the Platinum atom while other atoms were described by the
6-311+G(d,p) basis set.94, 95 Vibrational frequency calculations of the sta-
tionary point geometries were performed at the same level of theory and
the same basis sets as above to obtain thermodynamical data and to ver-
ify minima and first order saddle points. Single point calculations includ-
ing the IEF-PCM solvation model (water as solvent) were performed on
these geometries at the B3LYP/(LanL2DZ + 6-311+G(2d,2p)) level of theory.
The diffuse functions of the basis sets were included to properly describe
the leaving chloride anions. In the second substitution step the substituted
chloride of the first aquation was removed in order to better model a chlo-
ride depleted environment, thus enabling a better comparison to experi-
mental data.

Figure 3.9: Reactants, transition state and product geometries respectively of the
first aquation reaction of cisplatin. The extended system including discrete solva-
tion is shown here.

The geometries obtained in the calculations closely follow experimen-
tal results and the general theory for ligand substitutions in square pla-
nar complexes. An example is shown in figure 3.9 displaying the first aqua-
tion of the larger system. All reactant and product complexes are perfectly
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planar with metal-ligand bonds of the first reactant complex (correspond-
ing to the crystallographic structure) slightly longer than those determined
experimentally. The Pt-Cl bond is here found to be 2.39 Å compared to 2.33
Å experimentally. The Pt-ammine bond was 2.08 Å compared to 2.01 Å in
the crystal structure. The slightly longer bonds found in our calculations
is not surprising since the DFT functional used is known to produce some-
what too long bonds. The transition states were all trigonal bipyramids with
the eqatorial plane of the bipyramid slightly skewed with respect to the
bipyramid axis.

The reaction energy profiles of the two models, figure 3.10, show that
the energy barriers of the reactions closely follow experimental data. From
the data obtained for the large model system, with six water molecules in-
cluded, it is concluded that the non-bonded waters are important in order
to solvate the leaving chloride anions. In absence of this effect, the electro-
static interaction between the negative chloride and the positive platinum
is overly pronounced, increasing the barrier heights and magnifying the en-
dergonic character of the two reaction steps.

In comparison with available experimental data, the IEF-PCM
calculations on the large model provides a Gibbs energy of activation for
the first aquation of 22.8 kcal/mol (experimental value 19.5-21.5 kcal/mol),
a nearly thermoneutral first step, a higher barrier for the second aquation
(∆G‡ = 26.7 kcal/mol) and the full aquation process is endergonic by ca.
12.5 kcal/mol. The computed vacuum enthalpies are in good accord with
the reported barrier for chloride anation of the fully aquated complex;

Figure 3.10: Energy profile for the activation reactions of cisplatin using the minimal
(dashed line) and the extended (solid line) system. The energies include IEF-PCM
solvation model corrections.
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computed ∆H‡ = 18.2 kcal/mol vis-à-vis the experimentally measured
16.6 kcal/mol. This can be compared to the computed Gibbs free energies
of activation for chloride anation, being ca. 14 kcal/mol.

Considering the energy profile of the larger system, including discrete
solvation, it shows that monoaquated cisplatin is thermoneutral with
respect to the parent compound and the barrier height of the second
aquation is kinetically less favourable by ∼4 kcal/mol compared to the
first. From these arguments, it is concluded that monoaquated cisplatin
should be a preferred form in most chloride depleted environments.

3.5 Paper II
This investigation sought to answer questions regarding the preferential
bonding to guanine of cisplatin, both at the initial attack and also for
adduct closure. In this work, the reaction energy profiles for the first and
second substitution reactions of diaquated cisplatin with adenine and
guanine nucleotides are presented. The choice of diaquated cisplatin,
rather than monoaquated, as the activated state of cisplatin is motivated
by the experimental evidence that the ratio of adducts to DNA formed
by diaquated cisplatin closely follow the ratio actually observed49 in
vivo/vitro. In the attack of diaquated cisplatin on DNA, the mechanism of
the following reactions were investigated:

1. cis-Pt[NH3]2[H2O]2+
2 +G → cis-Pt[NH3]2[G][H2O]2++H2O

2. cis-Pt[NH3]2[H2O]2+
2 +A → cis-Pt[NH3]2[A][H2O]2++H2O

3. cis-Pt[NH3]2[G][H2O]2++G → cis-Pt[NH3]2[G]2+
2 +H2O

4. cis-Pt[NH3]2[G][H2O]2++A → cis-Pt[NH3]2[G][A]2++H2O

The role of initial complex stabilization in governing the system toward ob-
served products is discussed on the basis of the results of the calculations,
and a suggestion for the origin of the direction specificity of the 1,2-d(ApG)
products is presented.

All calculations were carried out using DFT at the B3LYP level of theory
with either the 6-31G(d,p) basis set or the 6-311+G(2d,2p) for non-platinum
atoms, where the former basis set was used for geometry optimisations and
frequency calculations. The latter basis set was used for single point and
counterpoise calculations. The ECP basis set LanL2DZ was used for Plat-
inum. Basis set superposition error was estimated by means of the coun-
terpoise correction and included in the estimates of complexation energy
differences between different systems. Solvation energies were obtained by
means of IEF-PCM and were included in the final free energy profile of the
reactions. All reactions presented were fully characterised in terms of the
stationary points along the reaction coordinate. The results obtained in the
calculations are compared with established theory on ligand substitution
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Figure 3.11: Schematic drawing of the two hydrogen-bond patterns between the
reactants (shown here: guanine) of the first substitutions found to have associated
transition states and product complexes.

in square planar complexes as well as experimental results and previous
theoretical work.

In the first substitution, two possible alignments of the purines with re-
spect to the diaquated cisplatin, corresponding to two separate reaction
paths, were found and are schematically drawn in figure 3.11. The second
substitution employed the two product complexes from the first substitu-
tion reaction with guanine (without the substituted water ligand) and either
adenine or guanine as second substituents.

The geometries of the stationary points of the first substitution closely
agree with previous theoretical work and the established theory for ligand
substitution in square planar complexes, some of which are shown in fig-
ure 3.12 and figure 3.13. The activation energy barrier for path 1 substitu-
tion by guanine (19.5 kcal/mol) closely agrees with both experimental mea-
surements96 (18.3 kcal/mol) and earlier computational results by others97

(21.8 kcal/mol). The barriers of the path 2 guanine substitution and path
1 and 2 adenine substitutions were found to be 21.4, 24.8, and 24.0 kcal/
mol, respectively. These results are in some discord with comparable results
of others97 where barriers of 25.6, 34.5, and 37.6 kcal/mol were reported.
Two main sources of this discrepancy can be distinguished: the differences
in basis set employed and the lack of optimized reactant complexes from
which to calculate the barrier height in earlier work. All reaction paths are
found to be exothermic. The results are graphically presented in figure 3.14.

In a computational study by Baik et al.,97 the bias of cisplatin toward gua-
nine substitution is concluded to depend on the activation energy barrier
alone. Present work instead suggests that cisplatin’s preference for substi-
tution with guanine over adenine is governed by the larger thermodynamic
stability of guanine’s reactant complex in combination with a higher energy
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Figure 3.12: First substitution of activated cisplatin and adenine (top row) and gua-
nine (bottom row) following path 2.

of activation for the adenine substitution. The complexation energy differ-
ence was calculated to be 7.8 kcal/mol in favor of guanine.

The reactants in the second substitutions are adenine or guanine and
cisplatin-guanine product complexes of the first substitution. The aim of
studying this substitution was to find the discriminating factors directing
the reaction toward the head-to-head (HH) or head-to-tail (HT) configura-
tion of the final product. This would correspond to intra- and interstrand
adducts respectively, as found in experimental studies. In addition, this al-
lowed for the origin of the preference for guanine over adenine in the sec-
ond substitution to be addressed.

Several paths leading to HH and HT product conformations were found
for both adenine and guanine, and for the guanine substitution leading to
HT configuration, two different paths were located. In general, the HT prod-
ucts stem from reactions starting with the G •p2 product complex as one
of the reactants, whereas reactant complexes containing the G •p1 prod-
uct complex lead to the HH arrangement. The geometries of the stationary
points of the second substitutions were found to be in agreement with pre-
vious theoretical and experimental studies.

As in the first substitution, the reactions of the second substitution were
found to be slightly exothermic, with products in the HT configuration
being energetically favored over the HH configuration. This is likely an
effect of the smaller steric hindrance of the HT configuration in our model
system and does not necessarily represent the situation in vivo. The
activation energy of the different reaction paths are surprisingly similar
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Figure 3.13: Second substitution of activated cisplatin and adenine (top) and gua-
nine (bottom). Both follow a reaction path leading to the Head-to-Head conforma-
tion.

(21.1-22.5 kcal/mol) and should thus not constitute the discriminating
factor explaining cisplatin’s bias toward intrastrand GG adducts. There is
good reason to believe the calculated barrier heights to be accurate given
that the experimentally determined value for GG adduct closure,98 23.4
kcal/mol, agrees well with our computed value for the corresponding
reaction (22.5 kcal/ mol). The data obtained for the complexation energy
difference between the adenine and guanine reactant complexes of the

Figure 3.14: Reaction free energy profiles for the first (top) and the second (bottom)
purine substitution.
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second substitution (6.6 kcal/mol, favoring guanine complex formation)
suggest that again the rate of reactant complex formation strongly
influences which bifunctional adduct is finally observed.

The observed 5’–3’ directionality of 1,2-d(ApG) adducts can be explained
by the predominance of initial complex stabilization and binding to gua-
nine. For the second substitution, the DNA geometry allows for binding in
the 5’-direction preferentially, and hence 1,2-d(ApG) is formed. Had initial
substitution favored adenine, the geometry of DNA had instead biased the
system toward 1,2-d(GpA) 5’ adducts.

3.6 Paper III
In this follow-up study to paper I, the aquation reaction of promising
drug candidate JM118 is studied by means of DFT in a manner very
similar to the successful approach used in paper I. Third generation
platinum anti-tumour drug JM216, drawn in figure 3.15, is an octahedral
compound with the central Platinum(VI) ion coordinating one ammine,
one cyclohexylamine and two chloride ligands in a square forming the
base of the bipyramid. The axial ligands of the bipyramid are acetate
groups.

Platinum(VI) of JM216 is in a low spin electronic configuration and is
coordinatively saturated as it coordinates six ligands and it is furthermore
quite inert to substitutions. This makes it an excellent candidate for oral
administration since it can pass intact through the gastro-intestinal tract.
It is generally believed that the Platinum ion of JM216 is then reduced to
Pt(II) by either intracellular or extracellular (or both) reducing agents.99–108

This has the effect that the acetato ligands of JM216 are shed and JM118
is formed in situ. JM118 then undergoes activating hydrolysis in the same
manner as cisplatin and subsequently binds to DNA.

The hydrolysis of JM118 was studied using three model systems, see fig-
ure 3.16. They were:

• A minimal system consisting of only the reacting species, that is JM118
and a water molecule.

• An extended system adding five extra water molecules to provide explicit
solvation.

• A system forked off of the extended system after the first substitution
where the substituted chloride of the first reaction is kept in the system
during the second hydrolysation.

Calculations on these systems were done using the B3LYP DFT functional
in conjunction with LanL2DZ ECP basis set for Platinum and 6-311+G(d,p)
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Figure 3.15: Schematic drawings of cisplatin, third generation cisplatin drug candi-
date JM216 and the reduced, active form JM118.

for remaining atoms in the gas phase optimisations and frequency
calculations, supplemented by single point calculations in which basis set
6-311+G(d,p) was exchanged for 6-311++G(3df,2dp). Bulk solvation was
modeled using IEF-PCM.

The geometries obtained are in line with previous results for cisplatin and
established theory for these substitution reactions.

It is found that explicit as well as implicit solvent effects play a critical
role in the energetics of aquation of JM118. Comparisons of the data for the
three model systems reveal that the non-bonded water molecules are im-
portant to solvate the leaving chloride anions and hence for obtaining ac-
curate reaction profiles. In absence of the explicit solvent effect, the electro-
static interaction between the leaving chloride anion(s) and the remaining
platinum complex is overestimated, resulting in higher reaction barriers.

The overall energy profile, shown in figure 3.17 indicate that the doubly
aquated species is likely to contribute more to overall binding to DNA in
the case of JM118 than for the cisplatin parent compound. Specifically, the
second substitution barrier is lower than the first in the larger, more realis-
tic, model systems, making the second chloride kinetically easier to remove
than the first. In addition and in line with experimental data for related sys-
tems, the computed free energies suggest that JM118 will undergo slower
hydrolysis than cisplatin. This has implications for the action and reactivity
of the prodrug JM216.

Figure 3.16: The model systems used in the JM118 aquation study.
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The slower hydrolysis caused by the addition of the cyclohexylamine
group will assist the drug in undergoing initial reduction to JM118 prior to
any hydrolysis.
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Figure 3.17: Free energy profiles for the hydrolysis process of JM118 using model
systems one to three, from left to right.

3.7 Paper IV
This paper present a preliminary study on cisplatin’s activation and its sub-
sequent reactions with DNA bases adenine and guanine, i.e. the reactions
studied were those of paper II and the attack of diaquated cisplatin on a
simple model of DNA. In addition the paper contains a section on the pho-
tochemistry of psoralen compounds. That part will not be included in this
summary.

The DNA model in this study consisted of purine bases adenine and gua-
nine and, although it is a small model, it should provide insight into the
chemistry of the substitutions, without the added complexity of the sur-
rounding parts of DNA. In this set of computations we have employed the
pure DFT functional BLYP, in combination with the LanL2DZ basis set to
obtain stationary points and frequencies of the reactions.

The reactions involving the activated cisplatin and the purine bases are
very similar to the hydrolytic substitutions presented in paper I, with the
main difference being the introduction of a hydrogen bond acceptor/donor
on the purine base (O6 in guanine, N6 or its adherent hydrogens in ade-
nine). The adduct bond lengths (i.e. between the purine N7 and Pt) are
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experimentally determined to ∼2.0 Å from X-ray crystallography and ∼2.05
Å from NMR studies, whereas we find a value of 2.07 Å.

For the first purine substitution (reactions 1 and 2 in the paper II
summary above), two types of reactant complexes with a corresponding
transition state and product complex were found, which were dubbed
conformer 1 and conformer 2, which in paper II are called path 1 and
path 2 respectively, see figure 3.11. For an illustration of the geometries
obtained at the stationary points see figure 3.12 of the paper II summary
above. The main difference is the alignment of the purine hydrogen bond
acceptors (N7 and O6/N6) to the diaquated cisplatin which is either to the
two water ligands (conformer 1) or to one cisplatin ammine ligand and a
water (conformer 2). In no case though, does the purine N7 coordinate to
an ammine group hydrogen of cisplatin. All reactant complexes exhibit a
partial proton transfer from a water ligand to N7 of the purine base, that
is the proton is halfway between proton donor and acceptor. This acidity
can, at least in part, be attributed to the electron attracting properties of
the charged Platinum ion displacing the electron density of the ligands
toward itself. Geometrically, the main differences between the complexes,
when following the reactions toward the product, lie in the rotation and
tilt of the attacking nucleobase. All other distances and angles are highly
similar. Similarly to the aquation reactions, the magnitude of the imaginary
frequencies of the transition states are very low (∼150 cm−1), indicating flat
potential surfaces with low penalties energy-wise for geometries diverging
from the computed TS when passing the activation energy barrier.

RC TS

GA

GG

PC

Figure 3.18: The second nucleobase substitution to cisplatin. Top row: Formation
of GA product complex; bottom row: Formation of GG product complex.
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The energy barriers for the first substitution are all very high, 35-40
kcal/mol, which is much too high for any significant amount of adduct
to form under physiological conditions. The reason for this probably lies
in the use of a small model in vacuum. There is however a systematic
difference in energy between the two conformers amounting to ∼7-10
kcal/mol. This is clearly related to the difference in interaction energy of
the O6/N6-H2O hydrogen bond compared to the O6/N6-H3N hydrogen
bond, and could constitute a selection criterion for the preferred route to a
bifunctional adduct to DNA.

For the second substitution reaction (reaction 3 and 4 above), we have
chosen to start from the guanine complex of conformer 1 only. The same
basic geometrical features are observed as in the first substitution. How-
ever, an interesting difference between the two substitutions is the geom-
etry of the two product complexes. Whereas the GA product complex (of
reaction 4) reproduces the overall structure of an intrastand adduct (Head-
to-Head) fairly well, the GG product complex (of reaction 3) more closely
resembles that of an interstrand adduct (figure 3.18). The explanation to
this is either found in the extended degrees of freedom this model provides,
compared to the in vivo situation, or that the final structures strongly de-
pend on the initial conformations.

Energetically these two reactions have very high barriers of activation,
∼30 kcal/mol, with the GG system having a slightly lower barrier and is
slightly more favoured thermodynamically than the AG system. The ener-
getics alone do not explain the observed differences in product distribu-
tion. However, they do present a schematic view of the reactions taking
place, the role of the different ligands, and the importance of stabilising
hydrogen bonding and possible steric hindrance in the full DNA system.
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4. Conclusions and outlook

In the pursuit of novel Platinum-based chemotherapeutic agents, it is be-
coming increasingly more evident that slavishly following the directives of
long established SAR rules will not produce significant improvements on
existing drugs. These rules have as a consequence been cast aside in re-
cent research, attempting to overcome the weaker aspects of the original
compound cisplatin and its second generation derivatives. When trying to
rationally design next-generation Platinum drugs, it is paramount to have a
deep and detailed understanding of the reactions these drugs undergo with
relevant biomolecules. The work presented herein show that much of this
understanding can be obtained using the tools of quantum chemistry.

In this work, an accurate model of the activation reactions cisplatin
is subjected to has been developed that faithfully reproduce available
experimental data. The model employed a combination of discrete,
explicit solvation molecules and an implicit, continuum solvation model
representing the bulk of the solvent. This model has subsequently been
applied studying the activation reactions of a promising drug candidate,
JM118, where the diaquated species was deemed more viable than in
cisplatin’s case. Diaquated Platinum species are more reactive toward the
ultimate target, DNA, than corresponding monoaquated species. Capacity
for diaquation of any candidate drug is therefore a desirable trait, since
this maximizes the effect of the drug at all dosages. Using the model
developed here, the inclination of novel drug candidates to form diaquated
derivatives can be probed with relative ease and convenience.

The non-bonded interactions and chemical reactions between activated,
diaquated cisplatin and its chief target nucleotides of DNA, guanine and
adenine have also been studied here. The results obtained computation-
ally are in very good accord with comparable experimental data. An alter-
native selection criterion to the previously suggested kinetic argument for
the bias of cisplatin toward binding to guanine is proposed, based on the
systematic difference in complexation energy of the cisplatin-adenine and
cisplatin-guanine reactant complexes. The difference is found to strongly
favour guanine binding, both in the monofunctional and the bifunctional
adduct formation. In addition, an explanation to the observed direction-
ality of the 1,2-d(ApG) bifunctional adduct is inferred based on this result.
The viability of a drug candidate can be gauged using the methodology de-
veloped in this investigation, partly in terms of kinetic feasibility using data
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from activation barrier height determinations but also through the thermo-
dynamic stability of the products of these reactions, which can provide an
estimate on the longevity of putative bonds to DNA.

Going forward, there are obvious limitations with an all quantum de-
scription of these interactions and reactions, mainly related to the size of
the model systems that can feasibly be studied. Even the most beneficially
scaling method scales formally to the fourth power with system size†, which
puts an effective size limit on the systems possible to study. In the present
case – cisplatin interactions with DNA – this has meant that adjacent por-
tions of DNA have not been included and the possible influence that may
have had is therefore ignored. While not at all disqualifying the results this
is somewhat unsatisfying. This issue can at present best be addressed by
hybrid quantal-classical methods.

Having a working, reliable quantum mechanical/molecular mechanical
(QM/MM) model would enable other than nominal extensions of the
system size permitting the calculation of what influence adjacent parts
of DNA would have on the chelation process, both for existing drugs and
drugs in spe, since there are outstanding questions which have not so
far been thoroughly addressed. For instance, why are certain sequences
of DNA more susceptible to initial attack, and consequentially adduct
closure?

Also in the absence of a working QM/MM model much fundamental re-
search can still be performed using traditional quantum chemical meth-
ods. In the interest of rationally designing new Platinum-base cancer drugs,
there is a lack of data on the effect of systematically altered carrier ligands.
This can be addressed by traditional means. For instance, the effect of vari-
ous amines instead of ammines as carrier ligands on the activation barriers
of aquation can be obtained in this way. These effects are of interest for one
of the lines of investigation currently pursued, trying to design complexes
where access to the Platinum ion is sterically hindered by bulky groups on
the carrier ligands. One purpose of these bulky groups is to evade cellular
detoxification molecules metallotionein and glutathione implicated in cis-
platin resistance.

But for some formidable breakthrough in hardware or software, the role
of quantum chemistry in developing novel drugs has never been, and will
likely not become in the foreseeable future, that of a drug discovery tool in
its own right. Rather it has the role of providing fundamental and detailed
knowledge of chemical properties and reactions when and where such is
hard to obtain by other means. In that it excels however, and with a bit of
luck the above assertion about the fitness of quantum chemistry as a drug
discovery tool will be disproved ‡.

†The number of electrons.
‡Come that day I will ask for a serious raise.
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Summary in Swedish

Kvantkemiska Studier av det Cytostatiska
Läkemedlet Cisplatin
Aktivering och Bindning till DNA

Cisplatin är en tämligen liten, oorganisk molekyl vars oansenliga yttre inte
på något sätt röjer dess starka cytotoxiska egenskaper. Denna cytotoxicitet
har gjort cisplatin till ett av de mest använda cancerläkemedlen till dags
dato.

Cisplatins kemiska formel fastställdes 1845 av Michel Peyrone och dess
moleylära struktur bestämdes 1893 av Alfred Werner, en gigant inom struk-
turkemi och sedemera nobelpristagare i kemi, i en mycket inflytelserik ar-
tikel. Det Werner upptäckt var att cisplatin, då känt under namnet Peyrones
klorid∗, hade en kvadratiskt plan struktur där Platina centralt i kvadraten
koordinerade fyra ligander mot hörnen av kvadraten. Liganderna består av
två ammoniakmolekyler och två negativt laddade kloridjoner i en så kallad
cis- konfiguration, vilket generellt betecknar att två identiska grupper – lig-
ander i cisplatins fall – befinner sig på samma sida om ett tänkt plan, se
figur 3.1, där det tänkta planet är horisontellt och vinkelrätt mot pappret.
Platina är i oxidationstillstånd 2+, formellt skrivet Pt(II), och molekylen är
alltså neutral inräknat kloridjonerna.

Fram till cisplatins återupptäckt 1965, skedde egentligen bara en veten-
skaplig upptäckt av vikt gällande cisplatin. Förklaringen till den kvadratiskt
plana strukturen som ges av kvantmekaniken och innebär att attraktionen
mellan den positivt laddade platinajonen och de negativa liganderna†, eller
den negativa delen av dem‡, är starkast då de är arrangerade i en kvadratiskt
plan geometri kring platinajonen. En likvärdig formulering av samma sak
är att denna geometri ger lägst potentiell energi för molekylen, dvs. den är i
maximal ”vila”.

Upptäckten av cisplatins cytotoxicitet 1965 var en mycket lyckosam
slump. Ett experiment, fullständigt orelaterat cancer, utfördes på
Escherichia Coli bakterier, där bakterierna odlades i ett oscillerande
elektriskt fält. I enlighet med kemiskt sunt förnuft elektroder av Platina
valts att sänkas ned i bakterielösningen, eftersom Platina är kemiskt inert –
eller så trodde man åtminstone. Ganska snart efter experimentets början

∗Ibland kan man även se beteckningen “Peyrones salt”.
†I cisplatins fall kloridjonerna
‡De polära ammoniakliganderna i cisplatin
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upptäcktes att bakteriernas tillväxt ändrade karaktär och de blev avlånga,
vilket är ett säkert tecken på att celldelningen hos E. Coli hindrats.

Efter en serie undersökningar där möjliga orsaker till fenomenet
uteslöts en efter en, befanns slutligen den avbrutna celldelningen vara
följden av substanser tillkomna genom en elektrolytisk reaktion med
elektroderna, däribland cisplatin, som visade sig vara den mest aktiva av
substanserna. En validerings process följde och småningom godkändes
cisplatin av amerikanska FDA 1978 för behandling av testikel-, äggstock-
och urinvägscancer.

Cisplatins kliniska effekt uppnås, liksom för många andra cytostatika,
genom att den skenande celldelningsprocessen hos tumörcellerna
hämmas eller stoppas genom att DNA modifieras i ett eller annat avseende.
Eftersom den metaboliska takten i tumörceller är kraftigt förhöjd slår
DNA-modifierande substanser mycket hårdare mot tumörceller än
kroppens övriga celler†.

Man kan tycka att under de över trettio år som gått sedan upptäckten
borde många förbättringar ha gjorts på cisplatin men så är inte fallet. Frå-
gan man ställer sig därför är naturligtvis varför, eller mer specifikt; vad är
det som får cisplatin att fungera så bra att vi inte sett några genomgripande
förbättringar på dessa trettio år? Fundamental och detaljerad kunskap om
cisplatins verkan är därför en nödvändighet.

När man eftersöker detaljerad och precis data om fysisk växelverkan och
kemiska reaktioner är kvantkemin ofta det naturliga valet av verktyg. Denna
avhandling är en kvantkemisk studie av cisplatins bindning till DNA och de
reaktioner som föregår detta. Kvantkemi är den gren inom kemin där fysik
och matematik tillämpas på kemiska problem. Den främsta styrkan hos
kvantkemin är att mycket detaljerad information kan fås om de frågeställ-
ningar man studerar. Denna styrka blir särskilt uttalad i fall där det är svårt
eller till och med omöjligt att anskaffa informationen på annat sätt. Ett ex-
empel är flyktiga kemiska tillstånd som i de flesta fall är omöjliga att få de-
taljerad information om experimentellt.

Vid 1900-talets början stod det klart för fysikerna att någonting var
fel. Atomens beståndsdelar hade nyligen upptäckts och man fann snart
att den etablerade fysiken inte kunde beskriva beteendet hos dessa
partiklar. Speciellt tydligt var detta för elektronen som under vissa
förhållanden existerade som en våg, under andra som en fast partikel.
Denna våg-partikeldualism medförde att den klassiska, Newtonska
fysiken inte räckte för att beskriva elektronerna utan ny teori måste till,
kvantmekaniken.

Den viktigaste konsekvensen av elektronens vågegenskaper är att den
omgivning elektronen befinner sig i definierar utseendet på vågen. Man kan

†Undantag finns. Däribland hårsäcksceller och tarmepitelceller där celldelningstakten är
mycket hög även normalt sett. Håravfall och diarréer är därför mycket vanliga bieffekter av
cytostatika.
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jämföra det vid en gitarrsträng där tonen (utseendet på vågen) bestäms av
längden på strängen och hur spänd den är. Motsvarigheten till stränglängd
och spänning för elektronvågen är den elektrostatiska potential elektronen
befinner sig i. Denna potential utgörs i reella fall av interaktionen med an-
dra laddade partiklar och kan vara antingen attraktiv eller repulsiv, t.ex. at-
traktionen till den positivt laddade kärnan i en atom eller repulsionen från
en annan elektron.

Potentialen avgör alltså hur elektronens vågfunktion ska se ut, vilket
ger upphov till en familj av tillåtna vågfunktioner, som för atomer och
molekyler kallas orbitaler. Strikt räknat kan man bara finna exakta orbitaler
för väteatomen och man får i andra fall förlita sig på approximativa, men
mycket noggranna, sätt att hitta vågfunktionerna där användandet av
datorer är en absolut nödvändighet. När man beräknat orbitalerna har
man också möjligheten att räkna ut på vilket sätt de interagerar med
varandra då man förändrar potentialen, d.v.s. man kan räkna ut hur en
kemisk reaktion går till genom att ändra atomkärnornas läge. Moderna
metoder för att finna elektroniska vågfunktioner i molekyler och atomer
har i kombination med den osannolikt snabba utvecklingen av datorer
och deras tillgänglighet gjort det möjligt att nu behandla molekyler
och reaktioner av en storlek som för bara några år sedan tedde sig som
fantasier. Det är denna utveckling som möjliggjort denna studie.

Denna avhandling undersöker de kemiska reaktioner cisplatin
genomgår, dels med cisplatins kliniska mål DNA – det som gör det
verksamt mot cancer – och dels de reaktioner som föregår detta. I
tillägg redovisas också en undersökning av de aktiveringsreaktioner ett
cisplatinbaserat kandidatläkemedel genomgår innan bindningen till DNA.

Cisplatin binder till DNA genom att två av dess ligander successivt byts
ut mot två DNA baser, guanin alternativt adenin, med en stor övervikt för
bindning till guanin. Den vanligaste bindningen är till två intilliggande
guaninbaser i DNA och därefter vanligast är till en adenin-guanin följd
där riktningen alltid är 5’-AG-3’. Riktningsspecificiteten har en av de häri
redovisade undersökningarna föreslagit en förklaring till. De ovan nämda
skadorna på DNA korrelerar till den cytostatiska verkan hos cisplatin.

Cisplatin kan sägas vara proto-läkemedlet för alla efterföljande
Platinabaserade cancerläkemedel av orsaken att den DNA-bindande
enheten hos dessa, kandidatläkemedel likväl som godkända, undantagslöst
är en kvadratisk-plan Platina-enhet i likhet med cisplatin. Detta gör att
resultaten och modellerna från de häri redovisade undersökningarna har
stor, om än i vissa fall indirekt, relevans för alla Platinabaserade läkemedel.

När cisplatin passerat cellmembranet och kommit in i cytoplasman
möter den en klart minskad koncentration av kloridjoner, jämfört med
blodbanans, vilket gör cisplatins kloridligander mottagliga för substitution
med vattenmolekyler. En eller två kloridligander byts därvid ut i cisplatin
och detta aktiverar läkemedlet, dvs. den kliniskt verksamma reaktionen
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med DNA möjliggörs. Kvantkemiska beräkningar har genomförts på
dessa substitutioner där två modeller använts: Ett minimalt system där
endast de reagerande molekylerna inkluderats och ett där ett partiellt
lager av molekyler från lösningsmedlet (vatten) inkluderats tilläggsvis.
Beräkningarna visade god överrensstämmelse med experimentella data.
Resultatet av undersökningen visade också att den gängse uppfattningen
att cisplatin genomgår en substitution med vatten innan det binder till
DNA har gott fog för sig. Det visade sig också att det minimala systemet var
mindre lämpat än det större som modellsystem betraktat.

Metodiken som utarbetats i studien ovan användes däefter i
undersökningen av ett lovande, platinabaserat kandidatläkemedel,
JM118, som förhoppningsvis ska kunna tas via munnen till skillnad från
cisplatin. En väsentlig skillnad befanns i denna studie vara att JM118
skulle ha betydligt lättare att bilda ett dubbelt vattensubstituerat komplex
än cisplatin. Detta utgör en fördel gentemot cisplatin eftersom dubbelt
substituerade platinakomplex är mer reaktiva mot DNA.

Slutligen har de reaktioner som sker mellan DNA och dubbelt
substituerat cisplatin studerats. Modellsystemen bestod av DNA baserna
adenin och guanin samt dubbelsubstituerat cisplatin. Den initiala
reaktionen mellan cisplatin och basen visade sig vara mest fördelaktig
mellan guanin och cisplatin i avseendet att mindre energi krävdes
i detta fall, i enlighet med experimentella observationer. Dessutom
befanns det finnas en systematisk skillnad i interaktionsenergin
som föregick reaktionssteget. En skillnad som även den påvisade en
predisposition för cisplatin att binda till guanin. Från detta resultat kan
även riktningsspecifiteten 5’-3’ hos kelatprodukten 5’-AG-3’ härledas.

Sammanfattningsvis kan sägas att de presenterade studierna har lämnat
bidrag till vår kunskap om de aktiveringsreaktioner cisplatin genomgår
innan bindningen till DNA, och för dessa utvecklat en modell som kan
tillämpas på nya cisplatinbaserade kandidatläkemedel, vilket har visats i
undersökningen av det lovande kandidatläkemedlet JM118. Vidare har
beräkningar på de reaktioner aktiverat cisplatin genomgår med DNA
nukleotiderna guanine och adenine påvisat en alternativ förklaring till
den observerade preferensen för bindning till guanine, utgående från den
beräknade skillnaden i stabilitet som de initiala komplexen uppvisar. Detta
ger också en förklaring till riktningsspecificiteten i den näst vanligaste
bindningen cisplatin bildar till DNA, 5’-AG-3’.

66



Acknowledgements

Many people have directly and indirectly enabled the making of this thesis.
I would like to start with a special thank you regarding the work in direct
connection to the writing of this thesis, quite aside from other reasons I
have to feel grateful. I am much obliged for the help and support of my su-
pervisor Dr. David van der Spoel and the constructive attitude he always
displays in matters high and low. I am also thankful for his gently suggest-
ing me to use LATEX when writing this thesis. This may seem trivial but it re-
ally has been a life saver. A big thank you goes to Dr. Nicuşor Tîmneanu for
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