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Abstract
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Flash X-ray Imaging (FXI) at X-ray Free Electron Lasers (XFELs) is a promising technique that
permits the investigation of the 3D structure of molecules without the need for crystallization,
by diffracting on single individual sample particles.

In the past few years, some success has been achieved by using FXI on quite large biological
complexes (40 nm-1 μm in diameter size). Still, the desired dream-goal of imaging a single
individual of a molecule or a protein complex (<15 nm in diameter size) has not been reached
yet. The main issue that prevented us from a complete success has been the low signal strength,
almost comparable to background noise. That is particularly true for experiments performed at
the Coherent X-ray Imaging (CXI) instrument at the Linac Coherent Light Source (LCLS).

In this thesis, we provide a brief review of the CXI instrument (focusing on experiments there
performed) and present a statistical method to deal with low signal-to-noise ratios. We take
into account a variety of biological particles, showing the benefits of estimating a background
model from sample data and using that for processing said data. Moreover, we present the results
of some computer simulations in order to explore the limits and potentials of the proposed
approach.

Last, we show another method (named COACS) that, being fed with the previous findings
from the background model, helps obtaining clearer results in the phase retrieval problem.
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Part I:
Introduction





Introduction

Explaining and understanding the surrounding reality has been of fundamental
importance to all human beings. For a matter of mere survival, we learnt to
discern and name things as a trivial way to deal with them. Later on, curiosity
and fascination brought us to move toward a deeper understanding and explo-
ration of nature. In particular, we started focusing on the principal investigator
of it: the human being itself.

The endeavor of understanding the human machine (and everything related
to it) was taken, among others, by the biological sciences. In just a few cen-
turies, we passed from only studying large things (the full body, limbs, organs
and tissues) to small ones (cells, bacteria, viruses, proteins, etc.).

Different scientific instruments have helped us in facing different chal-
lenges, spanning from the bare eye and optical microscopy, which take advan-
tage of visible light for studying large bulks, to x-ray diffraction techniques —
for studying the smallest living components. Visible light permits to achieve
a resolution down to 200 nm (and it has been shown that limit can be pushed
even to 100 nm [1]), whereas x-rays allow us to push resolution down to the Å
scale. As biological samples are formed by atoms having low atomic number,
the scattering power of a single particle (i.e. the signal associated to it) is very
small and very hard to detect.

One way to make the scattered signal detectable is to amplify it, by crys-
tallizing the sample in highly ordered and repetitive units. Such a technique
is called x-ray crystallography and has proven very successful in determining
the structure of a large variety of biological complexes (like e.g. the DNA
[2][3][4] in 1953 and the hemoglobin in 1960 [5]). In fact, more than 100000
structures have been solved with this method since then.

Unfortunately, not all samples of biological interest can be crystallized. X-
ray Free-Electron Lasers overcome the crystallization issues [6][7]. With their
maximum brilliance a billion times greater than any other x-ray source and
beam pulses of the order of 50 fs, XFELs [8] permit imaging of individual
macro-molecular complexes.

The extremely energetic beam almost immediately destroys the sample, but
the pulse itself is believed to be shorter than the time of explosion, so that
most processes of sample damage occur when the pulse has already passed.
The scattered signal is then a continuous diffraction pattern of the unaltered
molecule. This process is known as diffraction before destruction [9]. A tech-
nique called Flash X-ray Imaging (FXI)[10][11][12], under development at the
XFELs (especially at the LINAC Coherent Light Source – LCLS [13]), takes
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advantage of the diffraction before destruction principle to image individual
biological particles.

As the main scope of this method is to image a single instance of the sam-
ple, one big issue to solve in order to image and eventually reconstruct the
structure of the molecule is how to deal with the experimental conditions in-
cluding very low signal-to-noise ratio (SNR). The present work shows a new
approach to cope with the special case of extremely weak scattered signals of
this kind, almost comparable to the background signal.

First, we introduce the concept of x-ray, the different x-ray sources, the Coher-
ent Diffractive Imaging (CDI) and the Flash X-ray Imaging (FXI) techniques
(chapter 1); then we describe the experimental setup used in our experiments
at the Coherent X-ray Imaging (CXI) instrument at the LCLS (chapter 2)
and present in some detail the CSPAD detectors (chapter 3). After that, we
discuss the background model and the statistical approach (chapter 4) along
with its implementation (chapter 5). Finally, we outline our new method
COACS (Convex Optimization of Autocorrelation with Constrained Support)
— that could help in obtaining a better solution for the phase retrieval problem
[14][15] (chapter 6) — and draw some considerations on this thesis work and
possible future prospects (chapter 7).
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Part II:
X-ray physics and XFEL science





1. X-ray diffraction

X-rays are very energetic photons, typically >100 eV, with wavelengths <10
nm, that can penetrate in depth into matter. Thanks to this peculiarity, they
constitute a better probe to see the inner features of objects than visible light or
electrons, which have a poor penetration depth [16]. Thus, since their discov-
ery in 1895 by Röntgen [17], they have been widely used in science (medicine,
physics, inorganic crystallography, structural biology, etc.), bringing great im-
provements in each of those fields [18][19].

1.1 X-ray production
Depending on the sources we are using and on the different studies we want
to perform, there are different ways to produce x-rays:

� Characteristic x-ray emission
� Bremsstrahlung effect
� Synchrotron radiation
� Self-Amplified Spontaneus Emission (SASE) radiation

1.1.1 Characteristic x-rays
Characteristic x-ray production occurs when an electron collides with an inner
core electron of an atom, thus ejecting it and creating a hole. The latter is filled
by an outer shell electron, which loses energy in the transition by emitting an
x-ray (Fig. 1.1).

Characteristic x-rays are commonly produced in x-ray tubes.
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Figure 1.1. Characteristic x-ray emission: an incident x-ray or electron “kicks out”
a core electron, thus creating a hole. The hole is replaced by an outer-shell electron,
which gives off an x-ray in the process.

1.1.2 Bremsstrahlung effect
From theory, it is known that every time an electron is deflected or deceler-
ated by the electromagnetic field of the nucleus of an atom, it loses energy by
emitting photons of an appropriate wavelength (Fig. 1.2).

This principle is also the underlying physical process of synchrotron radia-
tion.
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Figure 1.2. The incident electron is “braked” by the nucleus of the atom, thus losing
energy emitting an x-ray.
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1.1.3 Synchrotron radiation
In a synchrotron, electrons are accelerated to relativistic speeds and then de-
flected by strong magnetic fields. The deflection causes the emission of non-
coherent x-rays. The brilliance is proportional to the number of electrons in
each bunch.

By using synchrotrons, x-ray diffraction experiments can rapidly and reli-
ably be performed on crystals — with size in the millimeter scale —, fibers,
and powders.

1.1.4 SASE radiation
Nowadays, both circular and linear sources are available to perform a variety
of experiments. Both of them takes advantage of electromagnetic fields to
accelerate beam particles.

Circular sources (like synchrotrons) take advantage of shorts linear accel-
erators, that inject a particle beam into them, where it is accelerated and de-
flected by electromagnetic fields. The beam can then be used for colliding
beam experiments or can be extracted to perform experiments on fixed targets.

Instead, linear sources are commonly used for experiments on targets. Typ-
ical examples of linear sources are XFELs, which rely on SASE radiation to
generate coherent x-rays.

In an XFEL, an electron bunch uniformly distributed (produced by a laser
beam hitting a copper plate) is injected at relativistic speed into an undulator
(a periodic array structure of dipole magnets, whose magnetic field alternates
with a defined wavelength along all its length).

The undulator (Fig. 1.3) thus deflects the incoming electrons, which start to
emit x-ray photons within a narrow energy band, depending on the undulator
strength. The electrons then interact with their own electromagnetic field (the
photons themselves): if they are in phase, electrons decelerate; otherwise they
gain energy and so accelerate.

This process creates a longitudinal fine structure within the electron bunch,
so-called micro-bunching. The distribution of electrons in equidistant micro-
bunches is equal to the wavelength of the emitted radiation causing the mod-
ulation. At this point, more electrons begin to radiate in phase (i.e. more
photons are emitted coherently).

Whereas spontaneous undulator emission is proportional to the number of
electrons in the bunch (N), in the case of micro-bunching all electrons radiate
in phase, leading to a quasi-coherent emission of radiation, proportional to N2.

Thus, if we consider that a typical electron bunch injected in the undulator
consists of ∼ 109 electrons, the brilliance at an XFEL is a billion times greater
than the one at a synchrotron.
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Figure 1.3. Representation of an undulator commonly used at XFELs. The magnetic
fields deflect the electrons trajectory, causing electrons giving off x-rays.[Image cour-
tesy of European XFEL].

We need a higher numbers of photons scattered by the sample in order to
be able to perform diffraction experiments on smaller objects. As shown, an
XFEL can provide this thanks to SASE.

1.2 X-ray crystallography
One of the most known and successful techniques used in biophysics, has
been x-ray diffraction on crystals (or x-ray crystallography). A crystal is a
very ordered system, constituted by the repetition of an atom or molecule in
the 3D space. An ideal crystal is supposed to be infinite in every direction and
is equivalent to the so-called Bravais lattice. The fundamental repeated unit is
called unit cell and contains one or more atoms. Its repetition by translation in
space originates the entire lattice (or crystal).

To understand how x-ray diffraction from a crystal works, we first explain
x-ray radiation and matter interaction1.

1.2.1 First Born approximation
In real scattering experiments, the total field acting in each point of the scat-
terer is constituted by the incident field plus the scattered field.

In scattering theory, to simplify calculations, the Born approximation is
used. It is a perturbation method that consists in taking the incident field of a

1For the scattering theory and the diffraction and crystal theory explained in this chapter see
Coherent x-ray optics [20] and Introduction to Solid State Physics [21].
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wave, instead of its total field, as the only field interacting with the scatterer.
It holds very well when the scattered field is small compared to the incident
field.

Here, we introduce the Born approximation to the first-order (also known
as first Born approximation).
Considering the elastic scattering of an incident plane wave, the Schrödinger
wave equation is

− h̄2

2m
∇2ψ(rrr)+V (rrr)ψ(rrr) = Eψ(rrr) (1.1)

(∇2 + k2)ψ(rrr) =
2m
h̄2 V (rrr)ψ(rrr) (1.2)

where k2 = 2mE
h̄2 . Thus, the general solution of the eq. (1.2) can be expressed

as follows in terms of Green’s function:

ψ(rrr) = φ(rrr)+
2m
h̄2

∫
G(rrr− rrr′)V (rrr′)ψ(rrr′′′)drrr′ (1.3)

where φ(rrr) = eikkk0rrr is the incident plane wave and G(rrr − rrr′) is obtained by
solving the point source equation:

(∇2 + k2)G(rrr− rrr′) = δ (rrr− rrr′) (1.4)

Eq. (1.4) has got two solutions:

G+(rrr− rrr′) =− 1
4π

eik|rrr−rrr′|

|rrr− rrr′| and G−(rrr− rrr′) =− 1
4π

e−ik|rrr−rrr′|

|rrr− rrr′| (1.5)

representing respectively the outgoing and incoming spherical waves. As we
are interested in the scattered waves, which are outgoing, we use G+(rrr− rrr′)
as a solution.

We can then write eq. (1.3) as:

ψ(rrr) = φ(rrr)− m
2π h̄2

∫ eik|rrr−rrr′|

|rrr− rrr′|V (rrr′)ψ(rrr′)drrr′ (1.6)

This is an integral equation and can be solved approximately, by means of a
series of iterative approximations known as Born series.

At zero-order, ψ0(rrr) = φ(rrr). Substituting this expression into eq. (1.6),
renders first-order Born approximation:

ψ1(rrr) = ψ0(rrr)− m
2π h̄2

∫ eik|rrr−rrr′|

|rrr− rrr′|V (rrr′)ψ0(rrr)drrr′ (1.7)
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1.2.2 Fraunhofer diffraction
As a special case of the first Born approximation, we consider the case of a
scattered field being detected far away from the source (Fraunhofer diffrac-
tion).

If we consider rrr � rrr′ and we call |rrr− rrr′|= R we can then write eq. (1.7) as

ψ f (rrr) = eikkk0·rrr − m
2π h̄2

eikr

R

∫
e−

ik
R rrr·rrr′V (rrr′)eikkk0·rrr′drrr′ (1.8)

If we introduce the unit vector r̂rr ≡ rrr
|rrr| ≡ rrr

R , eq. (1.8) becomes

ψ f (rrr) = eikkk0·rrr − m
2π h̄2

eikr

R

∫
V (rrr′)e−iΔkkk·rrr′drrr′ (1.9)

where Δkkk = kr̂rr− kkk0.
To consider scattering from a perfect crystal, we assume the potential V (rrr)=

t(rrr)S(rrr), where t(rrr) is a function periodic in three dimensions and infinite in
extent; S(rrr) is the shape function, which accounts for the finite size of a real
crystal. In the next calculations, we are going to assume the latter to be equal
to unity.

Since t(rrr) is periodic, given three linearly independent vectors aaa,bbb,ccc, the
following relation holds:

t(rrr+uaaa+ vbbb+wccc) = t(rrr) (1.10)

with u,v and w integers.
All the possible linear combinations of the three vectors form the direct

lattice.
The periodicity of t(rrr), allows for expansion in Fourier series, as

t(rrr) = ∑
hkl

thkleiggghkl ·rrr (1.11)

where ggghkl = haaa∗+ kbbb∗+ lccc∗ describes the so-called reciprocal lattice; h,k,l
are integer values and aaa∗,bbb∗,ccc∗ the basis vectors. thkl are instead the Fourier
coefficients.

Substituting the potential V (rrr) in the argument of the integral in eq. (1.9),
with the expression in eq. (1.11), renders

∫
V (rrr′)e−iΔkkk·rrr′drrr′ =

∫
t(rrr′)e−iΔkkk·rrr′drrr′ = ∑

hkl
thkl

∫
e−i(ggghkl−Δkkk)·rrr′drrr′ (1.12)
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The integral in eq. (1.12) is proportional to a Dirac delta, so we can write eq.
(1.12) as

ψ f (rrr) = eikkk0·rrr − 4mπ2

h̄2
eikr

R ∑
hkl

thklδ (ggghkl −Δkkk) (1.13)

From the above equation, it is clear that the scattered waves are observed only
when ggghkl −Δkkk = 0.

The equality

ggghkl = Δkkk (1.14)

is called the von Laue diffraction condition. This condition can be shown to
be equivalent to the Bragg’s law. It can be also expressed and visualized in
terms of the Ewald sphere.

Both of these are explained in the next sections.

1.2.3 Atomic and molecular form factors
The x-ray scattering power for an atom is coming from the electrons. There-
fore, the atomic scattering power can be described as:

f (qqq) =
∫

n(ρρρ)e−iρρρ·qqqdρρρ (1.15)

where n(ρρρ) is the electron density, depending on the radius ρρρ; qqq is the scat-
tering vector (Fig. 1.4), given by the change in direction between the incident
wave and the scattered one qqq = kkki − kkks. We call f (qqq) the atomic scattering
factor (or form factor).

z

ki ki

ks

2θ

q = ki − ks

O

rj

Figure 1.4. Geometrical representation of the scattering vector q. ki and ks are respec-
tively the incident and scattered wave vectors of a wave interacting with an atom at a
point r j from an arbitrary origin O.
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If we now move to the case of a compound object and consider a molecule,
the amplitude of the outgoing scattered wave received at an outside point is
again proportional to the electron density in the volume considered. The vol-
ume element dV contains more atoms in specific positions rrr j, relative to an ar-
bitrary origin, which interferes with each other. If we consider all the electron
density of the different atoms centered in the positions rrr j, the atoms scatter as
point sources, and the resulting amplitude is then described by:

F(qqq) = ∑
j

f j(qqq)e−irrr j·qqq (1.16)

F(qqq) is called the molecular form factor. It represents the amplitude of the
scattered wave from a molecule.

When using conventional x-ray sources, the diffracted signal of a single
molecule is too low to be detectable or usable. Only by amplifying it, one can
investigate the structure of a molecule.

The scattering from a crystal can be calculated considering the scattering
from each cell at a position ρρρ with respect to the origin; and each atom in the
cell being at position rrr j with respect from the cell origin ρρρ . Eq. (1.15) and
(1.16), for a crystal become:

A(qqq) = ∑
ρρρ

∑
j

f j(qqq)e−i(ρρρ+rrr j)·qqq = ∑
j

f j(qqq)e−irrr j·qqq ∑
ρρρ

e−iρρρ·qqq = F(qqq)∑
ρρρ

e−iρρρ·qqq

(1.17)

In this case, F(qqq) is called the geometric structure factor, representing the
amplitude of the scattered wave from a single unit cell.

In a crystal there are billions of unit cells, therefore the signal can be am-
plified enough to be detectable.

1.2.4 Bragg’s law
For plane waves generated by a point source, amplification of the signal (i.e.
constructive interference) occurs every time their phase difference is equal to
an even number of times π .

The geometrical condition (Fig. 1.5) for constructive interference to happen
in the case of waves having a wavelength λ , scattered by planes of atoms
whose spacing is d, can be found based on Bragg’s law:

2d sinθ = nλ (1.18)

where θ is the angle formed by the incident and diffracted wave with the
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atomic planes and n is a positive integer that represents the order of an atomic
plane in the crystal.

For a perfect crystal, this law is equivalent to the Laue condition in eq.
(1.14).

d

x-ray

d sin θ

θ

Figure 1.5. Bragg’s law describes diffraction from successive parallel atomic planes
in a crystal. d is the spacing of those planes; θ is the angle formed by the incoming
and outgoing x-rays with respect to the planes; and d sinθ is half the optical path
difference between the two incoming waves.

1.3 Ewald sphere
The Ewald sphere is a geometrical interpretation of the von Laue condition.
All the scattering points in a crystal lattice are defined by such a construction
(Fig. 1.6). From the figure, we can see that only the points of the recipro-
cal lattice that lie on the sphere undergo interference and cause diffraction.
To cover the scattering from the whole crystal, we can rotate the source, the
crystal or change the x-ray wavelength.

The Ewald sphere construction holds analogously also in the case of x-ray
diffraction from a single molecule. In the far field regime (small-angle scat-
tering), the 2D diffraction pattern can be approximated with the scattering
coming from a portion of the surface of the Ewald sphere. We can sample
the whole Ewald sphere by taking snapshots of the sample at different ori-
entations in space. The finer the sampling is, the better we can reconstruct
the Fourier object, by orienting all the patterns with respect to each other.
From the Fourier object we can the retrieve the 3D electronic structure of the
molecule.
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detector
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ks

sample

ki

q

reciprocal lattice

Figure 1.6. Geometrical construction of the Ewald sphere. The Ewald sphere is cen-
tered on the origin of the sample and its radius is equal to the modulus of the incoming
x-ray (or, equivalently, to the reciprocal of its wavelenght). Only the points of the re-
ciprocal lattice that intersect the sphere cause diffraction.

1.4 X-ray imaging at XFELs
In a crystallographic experiment at a synchrotron, the absorbed x-ray dose, as
well as the radiation damage, is distributed over all unit cells, thus limiting
the total damage per cell. Only after some time of exposure, enough damage
accumulates to become appreciable [22]. Before that time, diffraction is still
representative of the original sample.

Instead, in XFEL experiments, the absorbed x-ray dose by a crystal is so
high that the sample is irremediably damaged. CDI/FXI techniques permit to
overcome radiation damage in XFEL experiments.

1.4.1 CDI – Coherent Diffractive X-ray Imaging
Coherent Diffractive X-ray Imaging (CDXI or simply CDI) is a lensless tech-
nique for two- or three-dimensional structure determination at the nanometer
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scale of objects difficult to crystallize. It takes advantage of a highly coherent
x-ray beam, as non-random interference of the scattered waves is needed to
produce a usable diffraction pattern.

On the one hand, as no lenses are used to focus the image resulting from il-
luminating the object, the final result is aberration-free and is thus limited only
by diffraction and dose exposure. On the other hand, the resulting diffraction
pattern contains information solely on the magnitude of the scattered waves
and all the information on the phases are missing. That means that the 2D or
3D reconstruction in the real space cannot be done directly, but phases need to
be retrieved, for example, by using an iterative feedback algorithm [14][15].

1.4.2 FXI – Flash X-ray Imaging
Flash X-ray Imaging is a technique under development at XFELs, which has
its roots in CDI. The aim is to perform x-ray diffraction imaging at relevant
resolution on individual macromolecular complexes. The high brilliance of the
FEL allows enough scattered signal even from a single biological molecule,
but the energy deposited on the sample by the beam pulse turns it almost im-
mediately into a plasma. The radiation damage can be outrun by exposing
the sample to only a very short x-ray pulse (∼ 50fs), shorter than time scales
where any significant movement of the atoms in the molecules happen (∼ 1ps).
Thus, the diffraction happens before any other damaging process occurs in the
molecule, and the resulting signal still constitutes a 2D snapshot of the unal-
tered molecule. This main idea underlying the FXI is known as diffraction
before destruction principle [9].

1.4.3 SFX – Serial Femtosecond Crystallography
Another successful technique possible at XFELs is SFX [23][24]. It consists in
performing CDI on crystals of nanometer sizes (nanocrystals). This technique
has been shown to be particularly useful for proteins that are impossible to
crystallize in large crystals – e.g. membrane proteins [6] [7].

The first SFX experiment was carried out at LCLS, in December 2009.
The sample studied was primarily photosystem I (PSI), which is responsible
for converting light energy from the sun to chemical energy in plants, green
algae, and cyanobacteria. It is a membrane protein complex constituted by 36
proteins and 381 cofactors[23][25].

This experiment constituted a proof of concept for SFX. Thanks to the thou-
sands of diffraction patterns collected, it allowed for the determination of the
PSI structure.

SFX has been proved to overcome radiation damage and to work on crystals
with only a few hundred unit cells, thus showing the validity of the diffraction
before the destruction principle [23][24][26].
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Hence, data can be collected from nanocrystals, which show less long-range
disorder than their larger counterparts, making them ideal candidates for the
structure determination of challenging proteins. Those features allow for high-
resolution determination of proteins structure at XFELs.
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2. FXI experiments at the LCLS

Before describing a typical FXI experiment, we present in some details how
LCLS works.

Laser pulses — at 120 Hz — in the ultraviolet wavelength regime travel to
an injector “gun” and strike the surface of a copper plate. The plate releases
electrons, which are accelerated in a 1 km section of the 3 km SLAC linear
accelerator.

Accelerated electrons enter the LCLS Undulator Hall, where undulators
force them to give off a coherent X-ray beam, as described in section 1.1.4.

The electrons, no longer needed, are discarded and the X-ray laser pulses
are delivered to six specialized experimental stations.

Thanks to the features we are going to describe in the following section,
and thanks to CSPAD technology deployment [27] [28] [29] [30], the CXI
instrument, which was the original instrument designed for FXI experiments,
is (under ideal circumstances) a better alternative to the Atomic, Molecular
and Optical science (AMO) instrument [31] — that instead deploys pnCCD
technology [32], operates in the energy range 480 eV – 2 keV and provides a
beam focal spot of ≥ 1μm. As of yet, the AMO instrument has in practice
been more successful for imaging biological particles.

2.1 The CXI instrument
The Coherent X-ray Imaging (CXI) [33] instrument consists of a series of
tools especially suited to perform coherent diffractive imaging experiments
thanks to the near complete transverse coherence of the LCLS beam, by using
hard x-rays in a vacuum sample environment. It is also able to perform Serial
Femtosecond Crystallography (SFX) [23] measurements.

The CXI end station is equipped with a variety of tools and devices in order
to make it possible to use multiple techniques such as x-ray emission spec-
troscopy, back-scattering, small and wide angle scattering, ion and electron
time of flight spectroscopy. A pump laser system is also available for time-
resolved experiments in the femtosecond time scale.

The CXI instrument is available for any scientific field requiring use of the
LCLS beam and is especially suitable for any forward scattering experiment
which may benefit from a vacuum sample environment, including structural
biology, material science, materials in extreme conditions, atomic molecular
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and optical physics, chemistry, soft condensed matter and high field x-ray sci-
ence.

CXI operates primarily in the 5 keV – 11 keV range. Samples can be in-
troduced to the x-ray beam either fixed on targets or using a particle injector
that can deliver samples in an aerosolized jet to the beam. The experiments
reported in the present work make use of the latter delivery method. Two vac-
uum chambers are available at the CXI instrument: one which provides an
x-ray beam focus spot of 1 μm and the other which provides an x-ray beam
focus spot of 100 nm. The capability of providing so narrow foci allows the
concentration of the beam strength in a narrow spot, whereas the short wave-
lengths ensure a good resolution.

Those features make CXI ideal for imaging small samples.
Two imaging detectors are mounted at CXI, both making use of CSPAD

technology: a CSPAD-2.3M (designed for wide-angle/high-resolution exper-
iments) and a CSPAD-140k (designed for small-angle/low-resolution experi-
ments) [27][28][29]. Both detectors are placed on a movable stage, so they
can be easily moved along the incident x-ray beam direction to satisfy the dif-
ferent needs of the users. A dumping system (beamstop) is put in between the
two detectors, in order to prevent any pixel damage due to the incident direct
laser beam. In Fig. 2.1 a schematic experimental setup of the CXI instrument
is shown.
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Figure 2.1. Typical experimental setup for flash x-ray imaging at the CXI end station
at LCLS. The sample is injected in aerosol form by an injector. When the aerosol
reaches the vacuum chamber, it is hit by the beam pulse in the interaction region. Due
to the severe ionization from the x-ray pulse, the sample turns into a plasma and starts
exploding. As the atoms in the sample have significant movement on time scales
of 10−13 −10−12s, which is longer than the beam pulse 10−15 −10−14s, diffraction
before destruction is considered feasible: the scattered photons are recorded in the
front (high resolution) detector and in the back (low resolution) detector. A beamstop
is interposed between the two detectors to avoid the full intensity of the direct beam
hitting and damaging the center of the CSPAD-140k detector.

2.1.1 Sample delivery
Sample is delivered into the x-ray beam using an aerosol injector. It is present
in a volatile buffer solution (ammonium acetate, in the case of RNA poly-
merase II) and then introduced into the injector via a gas dynamic virtual
(GDMV) nozzle [34]. After this, the aerosol stream passes through a skimmer
and relaxation chamber and is finally narrowly focused into the interaction
point (IP) by an aerodynamic lens system [35] [36].

Even though the particle beam can be regulated by tuning gas and liquid
flow and skimmer pressure, the event of a sample particle being in the x-ray
focus (the interaction region) when a pulse hits is stochastic. Furthermore, the
orientation of the particle at that moment is also random. Too high a concen-
tration will result in hits of aggregates and multiple particles in the focus at
the same time, while on the other hand a low concentration will lead to low hit
rates, i.e. a low fraction of shots containing any sample diffraction at all.
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2.2 The hit-finding problem
Due to the very nature of sample delivery, particle hits — and consequently
sample diffraction pattern — are purely stochastic. That means that we can
collect a variety of 2D snapshots, but only few representative of injected ma-
terial, non-buffer diffraction (what we call sample hits). As we are interested
only in those, we need a tool to discern them from background (the hit-finding
problem). This tool is what we call a hit-finder. The state of art of hit-finders
and of the hit-finding problem will be described in more details in chapter 4.

34



Part III:
Project





3. Artifact reduction in the CSPAD detectors
used for LCLS experiments

Our motivation for the work was the analysis of data collected in a low-flux
low signal-to-noise ratio regime. The data were collected in May 2013, during
an attempt to image the RNA polymerase II — the first protein complex ever
studied at an XFEL — at the CXI instrument at the LCLS.

Even after the first offsets removal, those data showed the presence of a
spatially non-uniform artifact. Here we describe this artifact and show how to
reduce it.

3.1 CSPAD detectors
The CXI instrument is equipped with two distinct CSPADs (Cornell-SLAC
pixel Pixel Array Detector): the CSPAD-140k and the CSPAD-2.3M. Each
detector is composed of multiple units of the same fundamental component:
a CSPAD-2x1 module (388×185 pixels). Every CSPAD-2x1 module consists
of 2 ASICs (Application-Specific Integration Circuit), having an independent
readout electronic. Each ASIC is exactly half a CSPAD-2x1 module. Every
CSPAD pixel – 110 μm2 ×110 μm2 in size – consists of an analog memory
cell, a counting register and a comparator. The readout is based on the number
of counted ticks before a distributed reference voltage matches the level within
the cell [28][30]. The raw readout of the number of ticks is in analogue-to-
digital units (ADUs) and it is proportional to the total energy of the photons
hitting the pixel.

The CSPAD-2.3M (Fig. 3.1) consists of 64 ASICs and is the closest to the
interaction point. It provides high-resolution/wide-angle scattering informa-
tion. The CSPAD-140k, on the other hand, is located further downstream, typ-
ically of the order of 2 m from the interaction point. It consists of 2 CSPAD-
2x1 modules and provides low-resolution/small-angle scattering features.
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Figure 3.1. The CSPAD-2.3M consists of 32 CSPAD-2x1 modules – each one in turn
consisting of 2 ASICs. Every ASIC contains 185×194 pixels (110 μm2 ×110 μm2

each). [Image courtesy of SLAC/LCLS Detector Group].

3.2 Data processing
The raw data signals are stored in the proprietary XTC file format, which can
be read and manipulated using PSANA, a specific environment developed at
the LCLS [37]. It offers a number of calibration and correction steps necessary
to perform data analysis:

� Pedestals
� Common mode correction per ASIC
� Gain determination

3.2.1 Pedestals
During experiments, we collect runs with the x-ray beam off (called dark runs
in jargon), in order to account for detector background signal levels. We es-
timate the presence of noise by taking the mode of all data in such runs, per
pixel. Thus, the most frequent ADU value within this set corresponds to the
zero-photon peak (no photons) in a specific pixel (Fig. 3.2).

When collecting full beamline background or actual sample diffraction pat-
terns, this typical dark frame is subtracted from those. The standard approach
is to treat the dark frame from the latest dark run as a common subtraction
term for subsequent sample runs.
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Figure 3.2. ADU histogram for a single pixel of the CSPAD-140k in L730 beamtime
data (run 399), recorded with ongoing injection of sample. The zero-photon peak is
clearly dominating.

3.2.2 Common mode correction per-ASIC
Common mode subtraction is needed in order to cancel out frame-wise off-
sets in the detector setup. This step is done ASIC-wise (instead of applying
it on the overall frame) because the detector consists of an assembly of dif-
ferent ASICs, which have independent electronic read-out. There is support
for several common mode correction settings in PSANA, and the current rec-
ommended approach can be found in the official documentation [38]. In our
processing, we define the common mode as the median of all the values regis-
tered in the ASIC for a certain frame.

The common mode processing step ensures that the signal for each pixel
becomes centered around 0 for zero-photon events. The choice of subtracting
the median was preceded by evaluating the mode (most frequent) value and
the mean value. The mode value proved inefficient, since it is more sensitive
to noise, and, in the case of a strong event, tends to the 1-photon peak value
(as a larger number of photons are revealed).

The mean, on the other hand, is prone to strong variations and tends towards
the 1-photon peak markedly, even if we cap which values we take into account.

Instead, the median was chosen as it is more statistically robust, remaining
unaffected by the presence of larger or lower values in a distribution.
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3.2.3 Gain determination
Following the common mode correction, conventional PSANA identifies the
zero- and one-photon peak values, fitting them with two separate Gaussian
functions. The noise level and the overall quality of the signal can be judged
based on the sharpness of the zero-photon peak and on the separation — in
terms of standard deviations — of the two peaks. The more precise the dis-
crimination of the one-photon peak, the better is the conversion in number of
photons of the ADU data.

3.3 Detector artifact
Despite these corrections, when we tried to perform size determination on the
patterns using fitting of spherical models, we had unexpected results. We no-
ticed that some patterns seemed consistent with a very small particle diffract-
ing off-center. The patterns presented an increasing gradient towards the edge,
putatively representing the outermost part of a central speckle centered outside
the detector.

Looking at many other patterns, we found out that a part of the right CSPAD-
2x1 module was biased. By subtracting the expected background from the
strongest hits, averaging the result and down-sampling it, we revealed the pres-
ence of a framewise column artifact in L730 data (left picture in Fig. 3.3). This
artifact was spatially non-uniform, varying frame by frame. By applying an
additional correction step we managed to correct for it (right-hand panel in
Fig. 3.3) reducing the noise level (Fig. 3.5).

Figure 3.3. The two patterns represent a downsampled (8×8) average over over 605
dark frames. A strong artifact is visible (band in the right CSPAD-2x1 module in the
left-hand panel) along with its correction (right-hand panel). Data used here come
from the L730 beamtime, specifically run 398.
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3.3.1 Common mode correction per-column per-ASIC
In Paper I we analyzed the detector noise histograms for L730 data (left plot;
blue histogram in Fig. 3.5) and noticed a broad distribution in photon count
space (μ = 244.10 and σ = 57.60).

We also identified a spatially non-uniform artifact in (Fig. 3.4), by averag-
ing over the sum of 2932 outliers (i.e. putative sample hits, if no artifact was
expected, percentile 90–95 in photon count to avoid true hits) in the distribu-
tion of specific sample runs from L730. We first thought that the artifact was
present only in sample runs, and so that it was probably related to some issues
with lit pixels. Then, we realized that this artifact was also present in the dark
data (Fig. 3.3), meaning a systematic bias was intrinsic in the CSPAD detector
and not due to its interaction with incoming x-ray photons.

The structure of the artifact in both these cases suggested a per column
offset. Those considerations led us to introduce an additional per column, per
ASIC common mode correction.

Our suggested per-ASIC per-column correction consists of taking the me-
dian value of each ASIC’s column (pixels from top to bottom in Fig. 3.4) and
subtract it from the values in the given column.

Figure 3.4. The 2 patterns represent a downsampled (8×8) average over 2932 frames.
They are representative of the sample runs, where a normalized expected background
is subtracted from each frame used for the average; pixels with too high photon counts
have been masked out. A strong artifact is reported (band in the right CSPAD-2x1
module in the left image) along with its correction (the respective on the right image).

The outcome of the proposed correction can be seen in Fig. 3.5, both on
L730 and L867 data. In the L730 data, the photon count distribution after
correcting for the artifact in the dark frames is more well defined and the right
tail is reduced a lot, as we would expect for a run with few or no actual photon
events (plot to the left, red histogram).
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There were appreciable improvements also in the L867 data, even though
not so pronounced (plot to the right, red histogram).

Figure 3.5. Detector noise histograms for data collected during L730 beamtime on
the CSPAD-140k detector (to the left) and for data collected during L867 beamtime
on one CSPAD-2x1 module in the CSPAD-2.3M (to the right). For both plots, the
x-axis shows the number of photons in each dark frame (representing the detector
noise); on the y-axis the number of occurrences of each value in that dataset is found.
The correction for a per-ASIC offset is displayed in blue; the one for per-column per-
ASIC offset is depicted in red. The inset on the right figure shows a larger tail for the
per-ASIC offset correction.

In Fig. 3.6, we reported the ratio between the standard deviation for the
corrected ADU values using a per-ASIC offset and our proposed approach
with an additional per-column common mode subtraction. We can see a clear
noise level decrease by employing the per-column per-ASIC common mode
correction, since this ratio is above 1 for the vast majority of pixels (> 99.4%
for both the detectors). Using the per-ASIC correction, the average per-pixel
ADU standard deviations are 2.6252 and 3.9291, whereas with the per-column
correction we obtained 2.5942 and 3.8536.

Despite an improvement of only 1.9% and 1.2% (L730 and L867) in the
width of the zero-photon peak, there was a larger difference in false-positive
photon reduction (Table 3.1).

This is not due to reducing overall photon detection power. The average
offset imposed over all pixels over all frames was less than 0.0001, implying
that the average threshold for photon detection went unchanged and was thus
no more restrictive in the per-column offset correction mode.

The reductions in false-positive photon counts can also be represented as
a decrease in the false-positive photon detection rate. Remarkably, we notice
that the relative reduction of the standard deviation in the latter case is up to
35% (Table 3.1).
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Average per-pixel

std. dev.

[ADU]

False-positive

photon reduction

[photons× frame−1]

False-positive

detection rate

[photons×pixel−1 × frame−1]
L730 L867 L730 L867 L730 L867

Correction

per-ASIC
3.9291 2.6252

μ = 244.10
σ = 57.60

μ = 3.99
σ = 2.35

μ = 1.70×10−3

σ = 4.00×10−3
μ = 5.57×10−5

σ = 3.28×10−5

Correction

per-column

per-ASIC

3.8536 2.5942
μ = 226.42
σ = 37.33

μ = 3.81
σ = 1.99

μ = 1.58×10−3

σ = 2.60×10−4
μ = 5.32×10−5

σ = 2.78×10−5

Relative

improvement
1.2% 1.9% - -

μimpr. = 7.06%
σimpr. = 35.00%

μimpr. = 4.49%
σimpr. = 15.24%

Table 3.1. Average per-pixel standard deviations, false-positive photon reduction and
false-positive detection are reported for the two different corrections — per-ASIC and
per-column per-ASIC common mode — and for the two experiments — L730 and
L867.

Figure 3.6. Comparison between per-ASIC and per-column per-ASIC offset correc-
tion. Value reported is the ratio between the standard deviation of corrected ADU
values for the same dark run using the two methods. The vast majority of values
are above 1, meaning that the per-ASIC correction generates more noisy data than
per-column per-ASIC approach. (a) shows the comparison for CSPAD-140k (L730)
whereas (b) shows the same for a single CSPAD-2x1 module in the CSPAD-2.3M
(L867).
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4. A statistical approach to detect protein
complexes at X-ray Free Electron Laser
facilities

In order to identify diffraction from individual macromolecular complexes
when noise and scattered sample signal are comparable, we need a robust
and highly sensitive hit-identification method. Current hit-finding methods,
such as using arbitrary thresholds in terms of the number of lit pixels in down-
sampled detector images [10][11] are still too coarse to be effective in the case
of smaller biological particles. Hence, we developed a more sophisticated
method (Paper II), which is based on photon statistics and — by modeling
the background — is able to discern the latter from scattered sample signal.
Our approach is essential even taking into consideration the improvements re-
cently had at the CXI instrument with background reduction [39].

The background was reduced by introducing apodized apertures into the
beam. However, this also resulted in a substantial reduction of photon flux on
the sample and thus in a similar reduction of photons scattered by the sample
(i.e. the actual signal usable for any data analysis).

Therefore, as the method proposed permits to know the underlying expected
background of a specific pattern, we can work with a higher background level,
but still gather a larger amount of sample signal, that is needed to fully recon-
struct the 3D structure of the particle [40].

4.1 Statistical hit-finder implementation
Here we describe the foundations of this approach and illustrate how it works.

4.1.1 Background model
We built our model on two assumptions: i) the photon count in detector pixel
k of frame i follows a Poisson distribution defined by the rate parameter λki
(whose observation is constituted by the number of photons nki — Fig. 4.1);
ii) the detector pixels are considered to be independent from one another, once
the rate parameters have been determined.

The first assumption, in a low photon emission regime like the one we are
working with, constitutes a well known physical process [41]; the second one
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Figure 4.1. Model structure based on independent pixels adhering to Poisson statistics.
a) a pixel-based detector and how each pixel in a background frame is provided with
the observed photon count nki and its mean photon count λki; b) histogram plot (semi-
logscale) showing the distribution of a certain pixel in the background run collected
during the June 2015 experiment, having a mean photon count equal to 0.022 (red),
compared with a simulated Poisson distribution (blue empty histogram), based on the
same mean photon count and the same pulse energies per event as in the real case. The
agreement is evident (in the case of the 2-photon count, the histograms differ only for
two occurrences), thus proving the validity of the assumption.

depends on the detector design and it is reasonable after proper pre-processing
of the data for the CSPAD detectors used at the CXI end station. The values nki
and λki are determined experimentally from the data. A specific filtering step
will mask out pixels where we fail to predict nki properly given our estimate
of λki.

In order to estimate the rate parameters, first the raw signal in each pattern is
corrected, the gain corresponding to 1-photon is retrieved and the pattern itself
is photon-converted — i.e. photon counts nki are obtained — as described in
chapter 3. Then, as a preliminary step, the derived photon distribution is used
to remove all events with very high or very low signal (as explained later in
section 4.2), so that λki can be calculated without being strongly influenced by
outliers. The formula used is:

λki =
Φi ∑ j nk j

∑ j Φ j
(4.1)

where Φi(j) represents the expected number of photons per frame (or expected
photon count). This parameter was introduced to take into account the varying
beam pulse energy, specific of each event. The beam pulse energy, which is
specific to each event, is expected to be linearly proportional to the number
of scattered photons. Instead, we found a non-linear relationship between the
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recorded energy and the number of detected photons. We used a third degree
polynomial to fit the trend in order to obtain a proper expected photon count
for each event. This non-linearity was probably due to a calibration issue in
the pulse energy detection system, hampering its linear performance across
the full range of energies in our dataset.

After calculating the rate parameters, we can determine which detector pix-
els are working correctly or not. To do that, we start by assuming as a “good”
pixel one meeting our assumption i). The set of rate parameters {λk·} for a
pixel k is sampled according to Poisson statistics and is then compared with
the set of observed photon counts {nk·} for that pixel. A scalar product metric
(ranging from 0 to 1) of the normalized vectors obtained from the two sets is
then used as discriminator: the closer it is to 1, the more the pixel fulfill our
null hypothesis.

This last step gives the advantage of automatically masking out “bad” pix-
els, instead of excluding them manually [10][11]. It deals with a broad set
of cases: malfunctioning pixels, saturated pixels, areas of the detectors where
unstable background is revealed and other possible accidents that make a pixel
deviate from ordinary behaviour.

4.1.2 Score definition
Using the information above, we can calculate a single score for event i. We
compare each experimental observation (i.e. the diffraction pattern photon-
converted) with its expected background (i.e. the mean rate parameters for
that specific pattern), by computing a log-likelihood ratio [42]:

si = ∑
k

nki log
nki

λki
(4.2)

4.1.3 Threshold definition
Under our previous stated assumptions i) and ii), we can use the central limit
theorem to assume our si score distribution to be normal. Due to non-ideality
in the data, we found it impossible to derive reasonable test thresholds based
on the ideal behavior of the underlying distribution properties.

Instead, we noted that the distribution of such scores for a stable back-
ground as a function of the expected photon count for each event gives a linear
relationship (Fig. 4.2a, upper plot). By fitting the log-likelihood scores, we
obtained the average expected scores for all events in the dataset. Those fitted
values (red line in the upper plot of Fig. 4.2a) can be seen as the log-likelihood
scores of the expected background in each event. Then, after subtracting these
values from our scores (bottom plot in Fig. 4.2a), the resulting distribution is
independent of the pulse energy. For this new transformed distribution, we can
express our hit threshold as μ +4σ (μ being the mean of the new distribution
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Figure 4.2. a) and b) show respectively the original log-likelihood scores and real
photon counts and their transformed counterparts for a background run (from the L867
experiment, June 2015). Blue circles represent all events in the dataset, whereas the
red line is a linear fit of the log-likelihood scores (a) and real photon count (b) to
expected photon counts. The lower plots are obtained by subtracting the offset from
the data. The resulting normalized distribution is — for both a) and b) — roughly
Gaussian, centered at μ = 0, making a hit-finding threshold of μ +4σ straightforward
to define (green line). While overall distributions look similar, the score-based method
in fact provides tighter bounds.

and σ the corresponding standard deviation). The choice of a 4σ threshold
ensures a theoretical false positive rate of 3.16×10−5. That theoretical value
is consistent with the experimental one found for background data from a June
2015 experiment [39]: 2.83×10−5 (Fig. 4.3).

4.2 Model refinement
During experiments, significant changes are frequently made between experi-
mental runs, without recording new background data, so that characterizing μ
and σ is not always trivial. To account for those variations, we can instead use
events in the sample runs that are unlikely to be hits. We call them preliminary
misses.

4.2.1 Preliminary misses
Preliminary misses are defined on the basis of the photon count distribution
inside individual chronologically ordered bins of multiple events. In order to
calculate stable estimates of the means μ{bin} and standard deviations σ{bin},
the bins are constructed so that each contains at least 100 events.

47



Figure 4.3. The plot of normalized score vs expected photon counts for background
— run 156 L867 — shows 2 outliers over 70613 events (giving a false positive rate of
∼ 0.0028%). Blue circles represent the events filtered for pulse energy>1 and photon
count>400; the green line represents the 4σ threshold.

The photon counts in each bin are fitted to the pulse energy values to sat-
isfy a third order polynomial relation. These fitted values (representing the
expected photon counts of the events) are subtracted from the original photon
counts, in order to make the distribution energy independent.

Then, the mean and standard deviation of the bin (μ{bin} and σ{bin}) are cal-
culated and the elements of the bin are selected in the interval (μ{bin} −4σ{bin}
, μ{bin}+4σ{bin}), calculated with the method of moments [43], which works
well as long as the true background distribution is Gaussian. This operation
is performed iteratively, reworking the fit of all parameters based on the cur-
rent set of shots within the range, as long as the bin contains more than 100
elements or until σ{bin} does not change anymore.

The preliminary misses based on this photon count criteria, as well as the
constraints (on pulse energy and photon count) to exclude blank outliers per
bin, are then combined to form the total set of preliminary misses. These are
then used as the background events in our approach.

As long as the background is Gaussian and the data is dominated by non-
hits (experimental hit-rates up to 10%), the method, even if coarse, is still
reliable.
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This preliminary filtering is particularly important because it ensures that
the background statistics is not affected by very strong or very weak events
when calculating the rate parameters (λki). In such a way, we avoid to reduce
the detection power in those areas of the detector where the background sig-
nal is very clean. It also means that the image we get when subtracting the
background should be representative of actual scattering.

Moreover, this filter allows an online mode [44] for our hit-finding method-
ology, by permitting a real time adjustment of the background model and con-
sequently of the threshold, while data are being collected.

4.2.2 Identifying a relevant background
Ideally, in the case of perfect background stability, a background run could
be used as the basis for the background model for the following sample runs,
and a threshold could be defined on it. That may be true for the first few
sample runs collected immediately after the background run. For sample runs
collected later in time, we found that using a previously acquired background
is detrimental. The background changes both due to continuous drift and ac-
tive changes done in order to tune the experimental parameters being executed
during and between runs.

In the case of a stable background — where we assume a variations < 10%
— we can deal with sample runs as they were a single one, and apply the ap-
proach proposed. Instead, if the background varies a lot during run acquisition,
each run must be treated separately.

Usually, typical background does not vary very much within a single run.
But, if it were ever the case, one could still consider to split the run itself
in smaller chunks containing a reasonable number of events, or to discard
background outlier events in a preliminary filtering.

4.3 RNA polymerase II as an application
The proposed approach was applied to diffraction data of RNA polymerase
II and the results achieved were compared with a hit-finder based on time-
of-flight (ToF) detector ion spectra (see following section), in order to test its
reliability in detecting hits. RNA polymerase II is an enzyme involved in DNA
transcription [45]. It is the first protein complex ever injected at an XFEL. The
beam focal spot size was nominally 100 nm [46] and the photon energy 6 keV.
The sample buffer used consisted of water and ammonium acetate; the sample
itself was labeled with gold spherical nanoparticles to increase its scattering
power.
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4.3.1 Time of Flight detector (ToF)
We used a ToF detector as an independent hit-finder to validate our proof of
concept method. A Multi-Channel Plate (MCP) detector was deployed, placed
at a distance of ∼50 cm from the interaction region. It was used in drift mode
(i.e. ions were not accelerated by a potential field in the direction of the detec-
tor applied across the interaction point). Thus, the recorded flight times reflect
only the kinetic energy gained by the ions from the explosion of the sample
particle. In our analysis a ToF event is considered to come from sample if more
than one single-proton (2 mV) signal is detected (see Fig. 4.6 for examples of
typical ToF traces).

4.3.2 Hit-identification done with the statistical hit-finder
Fig. 4.4a illustrates how to perform hit-identification with our statistical ap-
proach. The density plot represents all the events collected, where the densest
region is darker — and describes the background — whereas less dense re-
gions are lighter. A threshold (green line) is defined as described in section
4.1.3, and the subset of events identified as hits by our approach (blue circle
outlines) are reported. The red circles represent the hits found via the inde-
pendent time-of-flight ion hit finder (see section 4.3.1).
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Figure 4.4. Summary of comparison of statistical hit-finder against ion-based hit iden-
tification using a time-of-flight detector. (a) shows a density plot (darker blue implying
denser regions) of the normalized score distribution of all shots. The green line is the
threshold defined by our statistical hit-finder, and whatever is above is considered a hit
(blue circle outlines). ToF hits are also shown (red). (b) shows the average of 56 ToF
non-blank traces that are not statistical hits (blue line) and a corresponding number of
ToF hits that are statistical hits as well (red line). In the latter, proton peak is visible
around 800 ns.

When a 4σ outlier threshold is applied, background events are clearly sep-
arated from hits. There were 1,165 hits of varying strength over a total of
402,296 non-blank events considered over 25 runs (418,153 events in total).
Furthermore, 828 hits were identified using the ToF detector.

Thus, by noticing that most hits are shared between the ToF hit-finder (red
circles) and our statistical model (blue circle outlines), we can state that our
hits are not spurious. The total fraction of ToF hits that are above our defined
threshold is 94% (771 ToF hits); the remaining 57 belong to background. For
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these shots, the proton peak is also visually absent when considering the aver-
age integrated ToF trace as well as the individual traces.

It seems likely that all or most of these are in fact false positives by the ToF
hitfinding algorithm. We observe that 57 events out of 402,296 amounts to
∼ 0.013%, which is consistent with the expected false positive rate for the ToF
method of approximately ∼ 0.01% previously reported [47]. It is worth noting
the distribution of these non-matching ToF hits follows the overall distribution
of recorded events in terms of the loglikelihood scores (Fig. 4.5). If they were
instead very weak hits not picked up by our approach, one would still expect
them to cluster between the main background “cloud” and the threshold.

It is not surprising that the statistical hit-finder recovered a higher number
of total hits, since the ToF ion detector experimental geometry covered a small
portion of the total solid angle. Therefore, only a limited fraction of the ions
emanating from sample explosions could be picked up.

Unfortunately, we could not unambiguously attribute any of the hits found
with the two different methods to a single RNA polymerase II complex. How-
ever, when no injection was performed, or only buffer was injected, the cor-
responding hit count was very low. This indicates that the hits detected are
arising specifically from the sample solution.

Figure 4.5. Histogram of all events (blue unfilled) and of the ToF hits (red filled). The
green vertical line represents the threshold according to our statistical hit-finder. ToF
hits below our threshold roughly match the overall background distribution, indicating
that most of those are false positives. The y-axis is consistently showing the number
of counts, but the bin size is different in order to guarantee a better visibility of the
second part.

52



Figure 4.6. Four representative events, with recorded x-ray photons as well as ToF
traces. The top-left event is a hit (as evident from the proton peak in the 500 - 1000 ns
window); the top-right represents an event revealed as hit by the ToF but not by our
statistical hit-finder; viceversa, the bottom-left is an event revealed as hit by our stati-
tistical hit-finder but not by the ToF; the bottom-right represents a background event
for both hit-finders.

4.4 Statistical hit-finder efficiency
We also tested our statistical approach on other datasets collected at the CXI
end station during experiments in April 2014 and April 2016. The experimen-
tal setup was the same as described for the RNA polymerase II experiment;
the CSPAD detectors shared the same revision (v. 1.6) as on May 2013.

To reduce the total amount of incident photon flux (and so the scattered
background), more aggressive aperturing of the beam was applied, reducing
the background scattering significantly, but also decreasing the scattered signal
from the samples.

Besides, we also performed computer simulations on protein-like hits, to
show the reliability of our approach.

4.4.1 Results on larger biological particles: Omono River virus
and bacteriophage PR772

Omono River virus (OmRV) and PR772 are two icosahedral viruses, larger in
size than RNA polymerase II: the first is 40 nm in diameter and the second is
70 nm in diameter. OmRV was injected as described in a previous work [10].
In the PR772 dataset analyzed, the specific run used was collected while the
injection system was flushed with water, creating a slow elution of remaining
sample particles towards the end.

We found 870 hits for OmRV and 460 hits for PR772 (Fig. 4.7a,b), mean-
ing respectively 4.29% and 0.28% hit-rate.
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Figure 4.7. Results from the statistical hit-finder applied to OmRV (a) and PR772
data (b). Both plots show the density (darker blue implying higher density) of the
normalized score distribution of all shots in the dataset. The green line is the threshold
defined by our statistical hit-finder; the blue circle outlines are the identified hits (870
and 460 hits, respectively). In addition (a) shows the 421 hits identified in a previous
reported analysis. All those hits were also identified by our hit finder.

Fig. 4.8a,b show icosahedral patterns for some of these hits, with represen-
tative single particle shots for the OmRV virus and bacteriophage PR772, re-
spectively. The snapshots show particles of different sizes, as the size distribu-
tion was quite broad for both viruses with the injection system used [10][48].
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Figure 4.8. (a) and (b) show respectively 4 single OmRV and PR772 hits (down-
sampled at 4×4 pixels). These patterns represent hits of different sizes, as the size
distribution for those viruses is quite broad using the injection methods in place at the
time.

In the previously published analysis on the OmRV dataset [10], 421 hits
were found in the same run we analyzed. Our set of 870 hits was a strict super-
set, thus including all the 421 hits previously identified. Moreover, we show
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that some of the additional hits are clearly representative of single Omono
River virus particles, albeit weaker (Fig. 4.9).

Figure 4.9. Downsampled (4×4 pixels) patterns belonging to the OmRV dataset. The
first 2 rows show events identified as hits by our hit-finder — in the score range 4000-
6000 (first row) and in the range 2000-4000 (second row) — that are not identified by
a simpler hit-identification scheme (such as the one used by the Cheetah package); the
third row shows 3 blank events (belonging to background), to be used as a reference to
the eye for discerning hits/misses. In particular, the first row shows that our hit-finder
can find particle hits from a single OmRV virus that were excluded by a standard
hit-finder.

4.4.2 Protein hits simulated on top of true experimental
background

Computer simulations of focus-centered and off-center hits of spherical parti-
cles with protein-like scattering power (diameter size 8, 13, and 40 nm) were
performed. The results using our statistical hit-finding method were compared
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against a more traditional approach based on overall photon counts, with the
threshold defined as in Fig. 4.2b, are shown in Fig. 4.10.

The ratio of correctly identified hits given varying photon beam intensities
is reported. The focus-centered spherical hits of protein material were simu-
lated using Condor online [49]. A range of intensities (4.46×109– 4.46×1018

photons×pulse−1 ×μm−2) has been explored for the three sizes. These were
superimposed on a background run recently collected on the CSPAD-140k de-
tector (from the June 2015 experiment, L867). We simulated particles hit by
an off-center Lorentzian and Gaussian beam, to better represent that in a real
FXI experiment hits are rarely perfectly focused relative to the x-ray pulse.

Examining Fig. 4.10, we can see that perfect efficiency for particle hits
perfectly in focus by a tophat beam (straight and dash-dotted lines), for 40
nm particles, is reached at 1010 photons×pulse−1 ×μm−2; for 13 nm par-
ticles, 50% and 100% correct hit-identification are reached at 5×1011 and
1012 photons×pulse−1 ×μm−2, respectively.

Instead, in the case of non-centered hits, we see that the efficiency of the ap-
proach at 1012 photons×pulse−1 ×μm−2 is lower than 50% for all the cases.

By increasing beam intensity to > 1013 photons×pulse−1 ×μm−2, the goal
of revealing hits of diameter size ∼13 nm or smaller is doable (> 50% of
correct identifications with our statistical approach).

A comparison of the two hit-finding methods shows that for hits of 13 nm
the statistical one gives a 50% recovery rate at half of the intensity: i.e. the
statistical hit-finder and the simpler pure photon count hit-finder give a similar
result respectively at 9.73×1013 and 2.12×1014 photons×pulse−1 ×μm−2.

At the intensity where the statistical hit-finder recovers 50% of hits, SNR =
−7.86 dB (for the median shot). On the other hand, where the pure photon
count hit-finder recovers 50% of hits, SNR = −5.27 dB. That means that,
even though the intensities needed to reliably detect an 8 nm particle are cur-
rently unachievable at the CXI instrument [10], our statistical approach can
still operate with less photon flux while achieving an equivalent identification
rate.
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Figure 4.10. Hit-finding performance of simulated hits superimposed on real back-
ground, for varying pulse intensities, particle sizes, focal properties, and hit-finding
methods. Three representative spherical particle sizes (8, 13, 40 nm) were simu-
lated. We present our hit-finding method and a simpler scheme using our derived
pixel mask and the total expected photon count given the pulse energy. Hit-finding
was also performed in three distinct beam settings: particles hit perfectly on fo-
cus by a tophat beam (on the left) and the more realistic cases of a Lorentzian
and a Gaussian beam hitting the particle (center and right). In all the plots,
normalized scores are shown as a solid line, whereas photon count based detec-
tion is dash-dotted. For the most interesting cases of a 13 nm particle hit by a
Lorentzian and Gaussian beam, we found a 50% recovery respectively at intensities of
2.10×1013 photons×pulse−1 ×μm−2 at and 9.73×1013 photons×pulse−1 ×μm−2

with our statistical hit-finder; at 2.12×1014 photons×pulse−1 ×μm−2 with the sim-
pler photon count version.
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5. Statistical hit-finder software

In order to develop the method presented in the previous chapter and the un-
derlying algorithms, we needed to write some code and test it. Besides, deal-
ing with the amount of data we collected implied the need to implement a
distributed parallel approach.

Here we explain how we analyzed the data collected at the CXI end station,
focusing on he actual processing steps, their order, and practical implementa-
tion.

5.1 Computational environment
Before diving into the algorithms implementation, we show the framework
used for the data analysis. The data analysis reported was implemented in
Python and run on a cluster private to the Uppsala LMB group (having a to-
tal of 54 compute nodes — 24 logical CPUs with Hyperthreading per node
— with 64 GB of memory each). To handle an amount of data spanning
from 10-120 GB (meaning between 8000 and 200000 events) just for a single
run, a variable number of nodes (1-8) and worker processes (10-50) was used
in parallel, taking advantage of the mpi4py and the h5py modules. The lat-
ter was built with MPI support (instructions in http://docs.h5py.org/en/
latest/mpi.html) in order for the workers to read/write from a same HDF5
file simultaneously. As some steps of the algorithm need to process and store
all the data in the datasets, we chose to read/write the partial results to HDF5
files, even though it slows down job’s execution, so to have control over the
final results of each step and to avoid to exceed the amount of memory avail-
able. The SLURM workload manager [50] was used to manage jobs running
on the cluster.

5.2 Preprocessing
The very first step is to preprocess the data into a generally accessible form. By
using the Cheetah software [51] (or, in some cases, Hummingbird [44]) we can
convert the raw data, collected by the detectors and stored in the XTC format,
into the CXIDB format [52] (a specific HDF5-based schema for Coherent X-
ray Imaging data). In our analysis, most preprocessing steps in Cheetah (or
Hummingbird) were disabled and we carried out our own, as explained in the
following sections.
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5.3 A step-by-step script
The software performs all the necessary steps described in Paper I and Paper

II to obtain the non-normalized loglikelihood scores (section 4.1.2). The code
is available at https://github.com/albpi/Statisticalhitfinder/.

Those steps are executed by the main function of the script (see code below)
and are described in the following seven subsections. The normalized values
are obtained in a later step. Its execution can be found in a Juppyter notebook
in the same repository.

The six main steps can be run either altogether or separately (if one of the
steps has already been executed before) by commenting out one of them.

def main():
"""If one of the steps has already been executed and there

is no need to re-run it, just comment it out"""
#dark_mode()
#common_mode()
#gain()
#photon_count()
#lambda_values()
#poissmask()
photon_count()
lambda_values()
baglivo_score()

A simple configuration file, which reads the name of the experiment and the
names of the raw data files to read and process, is read at the beginning by all
the workers.

# FILE TO GENERATE .h5 in the main_analysis.py

[exp_details]
exp = cxi73013
dark_runnr = 3
sample_runnr = 78

Sample data (including raw frames, photon counts and hit-identification scores)
have been deposited into the CXIDB repository (entry 78).

5.3.1 Pedestals
The offset given by environmental and detector noise is subtracted from the
raw data. The mode value of each pixel for 5000 events in a dark run is taken.
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5.3.2 Common mode correction per-column per-ASIC
As the detector is constituted by independent ASICs [27] [28], a first per-
ASIC offset, calculated as the median value of each ASIC, is subtracted from
all the pixels of the specific ASIC. On top of that, as we found an artifact with
a column structure (see chapter 3) even after that per-ASIC subtraction, we
added a subtraction of a per-column offset (calculated as explained in section
3.1.2).

To perform this step (and step 4, 5, 7) each worker operates framewise on
the dataset (Fig. 5.1, in cyan). That means that if we have 10000 events —
each event constituted by a 2D matrix of 370×388 integers — the program
has to store in memory 370×388×10000 elements and has to work on each
of the 10000 2D matrices. In order to avoid memory overload, we split the task
among multiple workers. For instance, if we are using 10 workers the script is
going to divide the workload so that each worker operates on a smaller chunk
of 370×388×1000 elements.

pixelwise
chunk

framewise
chunk

Figure 5.1. Schematic representation of a framewise and pixelwise “chuncking”. In
the first case, just a subset of all frames in a run is given to compute to each worker
(cyan); in the latter instead, a same subset of all detector pixels — each containing all
the values stored in a run — is given to each worker (red).
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5.3.3 Detector gain calculation
The histograms of the values recorded by each pixel are collected, and the
1-photon ADU gains are retrieved, by fitting each histogram with Gaussian
curves.

To perform this step (along with step 6), each worker operates instead on
all the values recorded by a same subset of pixels (pixelwise), by reading what
stored in the HDF5 file created in step 2 (Fig. 5.1, in red). Continuing on the
previous example, each worker operates on a subset of 14356 pixels, with data
from each of the 10000 frames for each pixel.

5.3.4 Photon conversion
The values obtained in step 2 are divided by the gains and rounded to the
closest integer. Occasional negative values are set to 0.

5.3.5 Mean photon count calculation
The mean rate parameters are calculated as explained in section 4.1.1.

5.3.6 Pixel mask
Based on the data from steps 4 and 5, and assuming i) in section 4.1.1, we
mask out the “bad” pixels.

After this step, steps 4 and 5 are re-run to refine the background model
excluding the "bad" pixels from the calculations.

5.3.7 Log-likelihood scores
The log-likelihood scores are computed based on eq. (4.2) and stored for each
event.

5.4 Computational time
Obtaining the log-likelihood scores (step 7) for the RNA polymerase II sample
runs (418153 frames in total — 370×388 pixels per frame) takes about 20000
seconds on 80 CPUs. This level of performance is adequate for online as
well as off-shift operation during a beamtime, given proper adaptations. For
consistent online operation, however, a reasonable pixel mask and a detector
gainmap for the specific beam energy are required. The mean photon counts
per pixel per frame can be estimated online from incoming samples.
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To further speed up the data analysis, we could use a compiled language
(such as C/C++) and/or try to run the script here described on GPUs. That will
substantially reduce the computational time currently required.
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6. COACS – Convex Optimization of
Autocorrelation with Constrained Support

To achieve the ultimate goal of imaging an object, we need to know its scat-
tered wave function, that can be expressed as:

f (x) = | f (x)|eiθ(x) (6.1)

The only physical observables that we can measure are the amplitudes of the
object in the Fourier space, which are related to eq. (6.1) via:

F(u) = |F(u)|eiφ(u) = F{ f (x)} (6.2)

As the detectors record only the intensities I = |F(u)|2, to be able to recon-
struct the object, we need to find the phases of the wave function in eq. (6.2)
— or equivalently of eq. (6.1). That is called the phase retrieval problem and
needs to be solved.

6.1 Phase retrieval
The most commonly used phasing algorithms are the so called alternating pro-
jection algorithms. We will now examine one of the simplest and look at its
main features.

6.1.1 Error Reduction
The error reduction (ER) algorithm consists of four steps: 1) Fourier trans-
form of an estimate of the area occupied by the object (also called support);
2) replace the current Fourier intensities with the intensities recorded to ob-
tain a better estimate of this transform; 3) inverse Fourier transform this new
transform in real space; 4) replace the modulus of the computed image with
the object modulus (measured or known a priori) to form a new estimate of
the object [14].

Gk(u) = |Gk(u)|eiφ̂k(u) = F{gk(x)} (6.3)

G′
k(u) = |F(u)|eiφ̂k(u) (6.4)
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g′k(x) = |g′k(x)|eiθ̂ ′
k(x) = F−1{G′

k(u)} (6.5)

gk+1(x) = | f (x)|eiθ̂k+1(x) = | f (x)|eiθ̂ ′
k(x) (6.6)

where gk, θ̂k, G′
k, φ̂k, are estimates of f , θ , F and φ .

This algorithm works for any problem in which some constraints are known
both in the Fourier and real space domain. It is an iterative algorithm that
aims to find the optimum solution for the computed Fourier transform which
satisfies the Fourier-domain constraints (or viceversa, for the computed image
which satisfies the object-domain constraint).

The convergence of the algorithm is quite slow and can be proved by com-
puting the squared error [14]:

E2
Fk
= ∑

u

(|Gk(u)|− |F(u)|)2

N2 (6.7)

6.1.2 Non-convex problems
The ER algorithm (as well as all the other iterative methods for phasing [15])
consists in solving a non-convex optimization problem (Fig. 6.1). Thus, the
algorithm, when looking for the global minimum, can stagnate in local minima
instead of the global minimum, so not returning the optimal solution. The hy-
brid input-output (HIO), Relaxed Averaged Alternating Reflections (RAAR)
and other methods try to avoid stagnation by escaping the local minima and
continuing the search for the global. However, that does not guarantee the
global minimum is found.

6.2 COACS
We here present a method that promises to improve phase retrieval results:
COACS (Convex Optimization of Autocorrelation with Constrained Support).

All the alternating projection algorithms assume that the intensities used in
the Fourier constraint are exact. This is not true, as the intensities that we see
on the detector (discrete and finite) reflect just an approximation of the ampli-
tudes of the object wave function (which is instead infinite and continuous).
The proposed model considers the probabilistic nature of the relationship be-
tween the observed individual photons and the underlying intensities. The
model can be used to calculate the most likely intensities for a certain diffrac-
tion pattern, possibly taking into account the background model developed in
section 4.1. Guessing the most correct intensities and using it as Fourier con-
straint for one of the phase retrieval algorithms is especially important in the
case of sparse data.
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Convex Non-convex

Figure 6.1. A convex problem presents only a global minimum and so a single possible
solution for an optimization problem. On the other hand, a non-convex problem has
multiple minima. In the case of iterative algorithms, that can cause stagnation of the
solution in a local minimum and makes it more difficult to reach the global minimum
(and so the real solution).

6.2.1 COACS theory
If we consider the ideal conditions of a plane incident wave, a thin object to
be imaged, far field regime and low-angle scattering, we can write the original
scattered wave X of our real-space image P as:

X = F{P} (6.8)

where here F is the discrete Fourier transform and P and X are the 2D center-
cropped discretization of their continuous counterparts. The scattered wave X

and its real-space image P have been cropped to account for the finite exten-
sion and resolution of the detector.

If we then assume a detector with uniform quantum efficiency r, we can
then write a Poisson sampled diffraction pattern as:

Bi j = Poisson(rXi jXi j) = Poisson(r|Xi j|2) (6.9)

This equation expresses a constraint on the resulting pattern (the Fourier
constraint).

Since in FXI the object is imaged in isolation, it will have a compact support
S, so that PSC = 0 (where SC is the complementary of the support S). Thus,
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we have an additional constraint, this time on the object (support constraint)
that can be expressed as:

P� (1−S) = 0 (6.10)

where � represents the elementwise Hadamard product.
The two constraints — eq. (6.9) and eq. (6.10) — can then be written as a

non-linear equation system: {
rX�X = B

P� (1−S) = 0
(6.11)

If we call Y = X∗X (where ∗ is the convolution) the Patterson function
of X, P̂ = P∗P and Ŝ = 1(S∗S) the support of the autocorrelation (i.e. the
autocorrelation of the original support S), we can rewrite eq. (6.11) in terms
of the autocorrelation function as:{

rY = B

P̂� (1− Ŝ) = 0
(6.12)

Eq. (6.12), along with a maximum likelihood interpretation of the true
intensities for B, are the core ideas of COACS.

6.2.2 Apodization
The discrete Fourier transform used in eq. (6.8) assumes that the underlying
object is periodic. The angles to which the Fourier approximation of diffrac-
tion is valid are finite, but the mathematical model itself is based on the contin-
uous, unbounded Fourier transform, that is infinite in space. Fig. 6.2 shows the
effects of discretizing this idealized diffraction pattern of a simulated test par-
ticle. Small, but non-negligible artifacts at the edge of the image are present
when the sampled diffraction signal back into the object space. In order to
eliminate these artifacts and their resulting violation of the compact support
assumption in phase retrieval methods, we extend eq. (6.8) with the Hann
window W for our square diffraction pattern with side L.

Wi j = 0.25(1− cos2π
i
L
)(1− cos2π

j
L
) 0 ≤ i < L,0 ≤ j < L (6.13)

X = F (P�W) (6.14)

Thanks to this windowing the high-frequency content smoothly goes to
zero, corresponding to the lack of further high-frequency information beyond
the edge of the detector.
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Figure 6.2. Simulated particle with and without Hann window apodization. a) Orig-
inal simulated diffraction pattern with high-density sphere. b) Central region of dis-
crete Fourier transform of a), showing the particle. c) The image in b) with limited
range to showcase artifacts outside of the object outline. d) The simulated pattern with
Hann window applied, resulting in lower intensity away from the center. e) Discrete
Fourier transform of pattern after apodization. Slight blur visible. f) The image in e)
with limited range. Artifacts found in c) mostly absent.

6.3 Benefits of applying COACS healing
A qualitative comparison of the results possible using COACS, speckle heal-
ing [53] and oversampling smoothness (OSS) [54] are given in Fig. 6.3, for
10 simulated patterns. For each unique random pattern with approximately
10000 photons outside the beamstop, HIO with COACS, OSS with COACS,
HIO without COACS, OSS without COACS, and Speckle Healing (SH) are
shown, as well as two cases without apodization. The high-density spherical
feature on the edge is clearly visible in all COACS-healed reconstructions,
and the contours of the icosahedron projection are always evident. Even with
the additional processing introduced by OSS and SH, the non-COACS healed
versions are not able to resolve this non-symmetrical feature. Furthermore,
the edges of the icosahedron are less clearly defined and the noise outside it
stronger. Without apodization, the correct features are less readily identified
in the COACS case. While SH is supposed to implement a constraint that is
equivalent to the one in COACS, the end result is better than pure HIO, but far
from HIO + COACS in terms of overall visual quality.
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Figure 6.3. 10 phased reconstructions of sparse patterns based on the simulated par-
ticle, each with approximately 10000 photons, with different phase retrieval schemes
compared against the true noiseless reference image. The methods include two cases
using our COACS pre-processing, together with the two phasing methods Hybrid
Input-Output and Oversampling Smoothness. The same methods were tried without
COACS as well, plus Speckle Healing, since the additional constraint in that method
is in theory equivalent to COACS. The final two cases verify the behavior when the
apodizing Hann window is not applied. Each picture is an aligned average of the 10
best individual phasings out of 100 replicates for each combination of phasing method
and sampled image.

In Fig. 6.4 we show the R factor calculated at various radii (in pixels).
This radial R factor has sometimes been referred to as the R Factor Transfer
Function (RFTF [55]). The non-COACS methods are not able to correctly
recover the intensities in the central missing data region.

Since the missing data region is a square with side 25, the inability to re-
solve it is most visible up to a radius of 12.5. This aforementioned inability to
resolve the low-angle features correctly jeopardize the whole structure of the
reconstruction.

In the overall minimum for the true signal at 90 pixels, due to the shape
of the high-density spherical feature in the image, the direct application of
COACS gives inferior results due to the presence of many more speckles in
that pattern. Although the relative error is higher at this point, the absolute
error is small nonetheless, since the true signal is close to 0.
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Figure 6.4. R factors (normalized relative L1 error) for various radius shells in pix-
els. Curves are averages over the individually computed results for all 50 simulated
particles. Comparison between results based on average phasing of 10 best reconstruc-
tions of original pattern, average phasing of 10 best reconstructions of COACS-healed
pattern, and using the structural factors from the COACS pattern directly. COACS-
healing reduces phasing errors, but the phasing step is still a significant contributor
to errors. OSS is competitive with HIO overall, but fails at reproducing correct sig-
nal at the lowest frequencies, which also contributes to the higher MSE error for that
method. Speckle Healing, which theoretically implements the same autocorrelation
constraint as COACS, improves results over pure HIO, but does not come near HIO
+ COACS. COACS peak at around 90 pixels is due to the R factor being a relative
error metric. This is the location of a minimum due to the shape of the small spherical
feature. Hence, absolute errors of the same magnitude are amplified.
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7. Summary

Achievements
In this work we focused in modelling the beamline background, in order to
make the dream of FXI on single protein-complexes possible. We specifically
analyzed data collected during FXI experiments performed at the CXI instru-
ment (at LCLS), which is the end station that has the most promising features
to face the challenge.

In Paper I we reported the presence of a spatially non-uniform artifact of
the CSPADs and we outlined a pipeline to reduce it, without losing detection
power.

This paper was a prelude to Paper II, where we introduced a novel statis-
tical approach to identify protein complexes at XFELs. To achieve this, we
analyzed data collected during an FXI experiment on the RNA polymerase II:
the first protein complex ever injected at an XFEL. We developed a hit-finding
methodology, first tailored on the aforementioned dataset and then generalized
in order to work on different datasets.

We first proved the reliability of the method proposed by comparing it with
an independent hit-finding scheme, based on ion spectra collected by a ToF.

Then, we tested it on datasets concerning larger specimens (namely the
OmRV and the PR772, two icosahedral viruses). Herein, in the case of OmRV,
we showed we could find a doubled quantity of hits compared to simpler hit-
finding schemes. Moreover, we also showed we could identify actual sample
hits (clearly icosahedron edged) that were not identified previously.

Additionally, we corroborated our experimental results with computer sim-
ulations on protein hits. Those highlighted the superiority of the statistical
hit-finder proposed over previously used hit-finders, and showed the feasibil-
ity of FXI on particle smaller than 40 nm (particularly noticeable is the case
of 13 nm).

Finally, in (Paper III), we developed an algorithm (COACS) that aims to
improve phase retrieval results.

It considers the probabilistic nature of the intensities on a detector and cal-
culates the best (most probable) intensities for a given diffraction pattern. This
is achieved by relying on the background model introduced in Paper II.

The “true” intensities obtained in this way are then used to feed alternating
projection algorithms (e.g. ER). This resulted in an improved resolution of the
phased 2D patterns and in a lowered error metrics.
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Discussion
The entire project work was based on CXI experiments. As mentioned in
chapter 2, the CXI instrument has all the features needed to realize the dream
of performing FXI on single protein complexes (and single molecules).

In spite of this, experiments conducted at the AMO instrument have so far
given better results (for particles greater or equal to 40 nm) compared to the
similar experiments at the CXI Instrument. Why is that?

To explain this, it is crucial to focus on the pros and cons of the two.
First, the narrower beam focus spot we used at CXI — nominal values of

100 nm compared to 1 μm available at AMO —, theoretically allows stronger
in-focus hits of the particles. In practice, however, the most clear result is a
lower hit-rate.

Second, the shorter wavelengths (higher energies) available are optimal to
provide higher resolution, but they also give a lower cross section. Besides,
for an identical pulse energy, the number of photons is lower if each photon is
more energetic. These factors combine to give a lower scattered signal.

Last but not least, even though CSPAD technology guarantees independent
readouts per pixel (in contrast to AMO pnCCD detectors), it also provides
worse gain-separation (ADU signal between 0 and 1 photon peak), which
means more noise in the recorded patterns.

All those features that make the CXI instrument an ideal candidate for FXI
on single particles, also prevented us from a complete success.

Future outlook
The XFEL community is rapidly growing, and, since the first free electron soft
x-ray laser (FLASH at DESY, Hamburg, 2005), many other XFELs came out
all over the world and are still coming (LCLS, United States; FERMI, Italy;
SACLA, Japan; SwissFEL, Switzerland; European XFEL, Germany; LCLS-
II, United States, etc.).

The European XFEL in particular has, as its most interesting feature, a very
high repetition rate (nominally 27000 pulses/second). If the acquisition rate of
CSPADs used at the LCLS (120 patterns/second) is compared with the one of
AGIPDs [56] used at European XFEL (3500 patterns/second), that increases
the number of patterns (and sample hits) collected by almost a factor 30.

In an hypothetical FXI experiment on the RNA polymerase II (or a some-
what larger sample, like ribosomes), in only one day of data collection at the
European XFEL, we would have enough single-particle hits to retrieve its 3D
electronic density.

As a matter of fact, a single protein imaging beamtime is approved for June
2019 at the European XFEL.
Given the high repetition rate of the new sources it is becoming cumbersome

72



to store data for every single pulse. Data reduction strategies are being imple-
mented in those facilities.

An online mode that triggers acquisition is deployed to discard blank (non
sample hit) events.

For instance, in the case of AGIPDs (at the European XFEL) a ToF detector
scheme is being tried out as trigger. That is used as a first way of filtering.

Our proposed statistical hit-finder could be also used as a second filtering
step, if the ToF detector settings are tuned to avoid hits at the cost of more
false positives.

The background model underlying our hit-finding approach can also be
used in phase retrieval (as already mentioned) and in the EMC algorithm, to
reconstruct 3D sample structures from a number of individual 2D snapshots.
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Sammanfattning på svenska

Studiet av biologiska molekyler och mekanismer har inneburit stora framsteg
från mänskligheten.

Louis Pasteurs upptäckter rörande infektionssjukdomar och mikrobdriven
fermentering under 1800-talet var att glänta på dörren till den lilla biologins
värld. Upptäckterna under 1900-talet omfattade bland annat strukturerna för
DNA och hemoglobin. De senaste decennierna har bilden blivit mycker mer
komplett, med en ökande förståelse av bland annat enzymer och antikroppar,
som 2018 års Nobelpris i kemi till Frances H. Arnold, George P. Smith och Sir
Gregory P. Winter.

Att förstå smittämnens struktur (svampar, bakterier, virus o.s.v.) och celler
(den grundläggande enheten för allt liv) har gjort det möjligt att bättre förstå
livets beteende och variation. Det i sin tur har gjort det möjligt att ta fram
läkemedel, vacciner och behandlingar för att förhindra, lindra och behandla
sjukdomar. Men den här kunskapen har inte bara varit viktig inom medicin,
men också för tekniska tillämpningar. Exempelvis har insikter från hur foto-
syntesen använder solljus för att tillverka socker i växter och bakterier utgjort
grunden för effektiva solceller som imiterar samma process.

Men om det är så viktigt att förstå livets struktur, ända ned på molekylnivå,
hur har vi egentligen kunnat se alla de här sakerna, som kan vara mycket min-
dre än 1 mm? Och dessutom se alla detaljer? Vilken sorts teknik, vilken sorts
instrument används då?

När den moderna biologin inleddes var det optiska mikroskopet det vik-
tigaste instrumentet. Mikroskopet uppfanns på 1600-talet av nederländaren
Anton van Leeuwenhoek. Plötsligt gick det att se olika prover i mycket större
än förstoring än vad som gick med bara en lupp. Med detta steg kunde man
börja upptäcka mikroorganismer och celler.

Trots alla upptäckter som möjliggjordes med mikroskopet hade även det
optiska mikroskopet begränsningar. Även den bästa mikroskoplins kommer
alltid att orsaka så kallad aberration (d.v.s. att ljuset sprids över ett litet om-
råde i stället för att perfekt fokuseras i en enda punkt). Den maximala upplös-
ningen, möjligheten att skilja närliggande detaljer åt, när man använder ett
mikroskop med vanliga linser, är omkring 100 nm. En nanometer äe en mil-
jarddels meter. En miljarddel kan vara svår att riktigt föreställa sig, men om
en meter är hela sträckan mellan Uppsala och Stockholm vore en nanometer
inte tjockare än ett hårstrå!

I ett mikroskop studeras provet med synligt ljus. Synligt ljus är en form
av elektromagnetisk strålning, med våglängder i intervallet 360 - 800 nm. Om
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man vill urskilja mindre detaljer än 100 nm måste något annat användas för att
studera provet.

Med grundläggande vågfysik kan man förstå att med en kortare våglängd
blir det möjligt att uppnå högre upplösning – och se mindre detaljer.

Därför inleddes en ny revolution 1895 när Wilhelm Röntgen upptäckte den
strålning som fått hans namn (som visade sig ha våglängd ≤ 10 nm). Det var
grunden för ett antal metoder som nu är vanliga i fysik, biofysik, struktur-
biologi, kemi och medicin.

I början skapade man röntgenstrålning med så kallade röntgenrör. Det var
enkla katodstrålerör som kunde omvandla elektricitet till strålning. Efter nå-
gra årtionden kom en ny avgörande typ av röntgenkällor, synkrotroner. Där
används en stor ring som vrider en injicierad elektronstråle. Från den kommer
så kallad icke-koherent strålning. Det betyder att de olika fotonerna i strålnin-
gen inte är i fas. Synkrotroner kan ge relativt många fotoner per ytenhet per
sekund, jämfört med röntgenrör.

Både röntgenrör och synkrotroner har använtsf ör att studera 3D-strukturerna
för biologiska komplex. Hur då? Vi måste först förstå hur röntgenstrålarna och
atomerna växelverkar och vad det är vi sedan kan mäta med våra instrument.
Sedan måste vi förstå hur det går till att från de här mätvärdena få fram provets
elektrontäthet (3D-struktur).

När något prov träffas av röntgenstrålar kommer en del av strålarna att spri-
das åt olika håll. Det beror främst på hur strålarna växelverkar med det elek-
tronmoln som rör sig i provets atomer.

Hur mycket röntgenstrålarna sprids från provet (oavsett om det är en atom,
en molekyl, en cell eller något annat) benämns som provets spridningsstyrka.
En enskild atom har alltså en viss spridningsstyrka. En hel molekyls sprid-
ningsstyrka är en summa av styrkan för de enskilda atomerna.

Olika detektorer kan “se” röntgenstrålningen som har spridits från provet.
Antingen mäts strålningen bara som ett värde, eller så är den så avancerad att
den kan räkna det exakta antalet fotoner som har träffat olika delar av detek-
torn. I grunden använder detektorerna samma teknik som vanliga digitalka-
meror, men för röntgen i stället för synligt ljus. Men det går ändå inte att
uppfatta signalen från en enda atom. Ännu längre tillbaka användes vanliga
röntgenplåtar eller film som detektorer, precis som i medicinska röntgenun-
dersökningar på den tiden. Då gick det inte att se den spridda signalen från
en enskild molekyl, eller från en atom. Men hur var det då möjliga att upp-
täcka strukturen på DNA från röntgenbilder, till exempel? Vi måste förstärka
signalen.

Ett sätt att få en starkare signal är att ha strukturer som upprepar sig i
samma mösnter – kristaller. Kristaller användes tidigt och är fortfarande oer-
hört viktiga. Om ett villkor som kallas Braggs lag är uppfyllt kommer den
signal som sprids från någon typ av prov (med atomer eller molekyler) att
motsvara att bidraget från varje del i kristallen läggs ihop. Eftersom bilden
på detektorn faktiskt är signalens intensitet i stället för ampltiud blir signalen
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från molekylen faktiskt proportionell med kvadraten på antalet atomer (eller
molekyler) i kristallen.

Om man har en kristall med en miljon molekyler kommer den då att förstärkas
en biljon gånger!

Sedan 2006 finns det även en nby typ av röntgenkällor, röntgenfrielektron-
lasrar (eller X-ray Free Electron Lasers, XFELs). Med en XFEL kan man
rikta en koherent och mycket stark röntgenpuls mot provet, en miljard gånger
starkare än från en synkrotron, under ett kort ögonblick, bara någon tusendels
miljarddel av en sekund.

En så stark puls kommer att spränga hela provet nästan direkt. Men provets
atomer hinner inte röra sig särskilt mycket på en tusendaels miljarddels sekund.
Röntgenpulsen är helt enkelt så kort att den spridningsbild man får föreställer
provet innan det hann sprängas. Detta kallas spridning före tillintetgörande,
eller “diffraction before destruction”.

De detektorer som används tar plana, tvådimensionella bilder. De prov vi
vill avbilda är i 3D. För att kunna göra en 3D-avbildning skulle man behöva
ta flera bilder av samma prov i olika vinklar.

För att göra det kan man flytta röntgenkällan. Den metoden var vanlig med
röntgenrör. Det går också att rotera provet, en teknik som används både med
röntgenrör och synkrotroner. En sista möjlighet är att ha flera exemplar av
provet och exponera varje exemplar i en slumpmässig vridning. Det är denna
metod som vi har använ vid röntgenlasrar under så kallad ögonblicksröntge-
navbildning (Flash X-ray Imaging, FXI).

I samtliga fall representerar bilden på detektorn den spridda signalens in-
tensiteter. Det är inte samma sak som en direkt bild av provet. Spridnings-
bilden kan kopplas till det ursprungliga provet genom den matematiska meto-
den fouriertransformation. Det går att göra fouriertransformationen baklänges
och på så vis få fram elektrontätheten för provet, det vill säga provets struktur.
Men vissa delar av signalen måste återskapas med beräkningsmetoder för att
det ska bli möjligt.

Vid ett FXI-experiment vid en röntgenlaser (främst Linac Coherent Light
Source, LCLS, nära Stanford i USA), har man lyckat srekonstruera en 2D-bild
och ibland 3D-strukturer för biologiska partiklar större än 40 nm. Det har varit
svårare för mindre partiklar. Det beror främst på att biologiska makromolek-
lära komplex har en relativt låg spridningsstyrka. Ett intressant prov har varit
enzymkomplexet RNA-polymeras II, omkring 13 nm i diameter.

Signalen från ett sådant prov är bara marginellt starkare än bakgrundsbruset.
Därför blir det svårt att skilja korrekta bilder av prov från rent brus.

I den här avhandlingen har syftet varit att komma ett steg närmare att ut-
föra ögonblicksröntgenavbildning av enskilda proteinkomplex. Jag visar att
det går att minska en specifik brusstörning som påverkade detektorerna i våra
experiment (artikel I). Vidare studerar jag avbildning av RNA-polymeras II,
det första proteinkomplex som har injicerats vid en röntgelaser. Jag visar att
det går att skapa en modell för bakgrundsbruset och använda den modellen för
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att lättare automatiskt separera bakgrundsbilder från bilder av provet, även när
signal-brusförhållandet (SNR) gör det mycket svårt. Jag visar också att vår
metod är mer generellt relevant genom att använda den på insamlade data från
andra prover. Genom separata datorsimuleringar visar jag närmare hur mycket
bättre vår metod fungerar och vilka begränsningar den kan ha (artikel II). Jag
redogör också för den programvara som jag har utvecklat för att utföra dessa
analyser. Slutligen presenterar jag i samarbete en metod som kan använda en
bakgrundsmodell och en ny beskrivning av rekonstruktionsproblemet för att
skapa bättre 2D-rekonstruktioner av provet utifrån intensiteterna på detektorn
(artikel III).

Jag är övertygad om att dessa nya insikter och metoder, tillsammans med
nya röntgenlasrar som kan avge många fler pulser per sekund, upp till 27000
Hz vid den europeiska XFEL som nu finns i Hamburg, kan möjlilggöra den
första 3D-rekonstruktionen genom röntgenavbildning av enskilda proteinkom-
plex.
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